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UDK 577.359
R.A. Chizhenkova

MATHEMATICAL ANALYSIS OF BIBLIOMETRICAL
INDICES OF PUBLISHED WORKS ON
NEUROPHYSIOLOCAL EFFECTS OF NON-IONIZED
RADIATION OF DIFFERENT KINDS
(MEDLINE-INTERNET)

Abstract. Bibliometrical data on neurophysiological published works carried
out with application of non-ionized radiation of different kinds (EMF, MW, MF and
EF) are presented. Quantitative characteristics of published works of choose
subdivisions during 35-year time interval (1966-2000) be considered. Dynamics of

number of published works of these trends is analyzed. Conclusion about prospects
of investigations of neurophysiological effects of non-ionizing radiation is done.

Keywords. Published work, non-ionized radiation, neurophysiological,
bibliometrical indices, nervous system.

Introduction

Biological phenomena of non-ionizing radiation (NIR) of different
kinds interested humanity for many centuries [15]. Development of
modern society, particularity in XX century, led to extensive use of
these physical factors of wide frequency and intensity range. Sources of
NIR are radio communications, various radar systems, some technologi-
cal processes at enterprises, transport, research instruments, wiring,
home electric appliances, and etc. Technical progress promotes expan-
sion of investigations of influence of NIR on organism [15].

The nervous system is of great significance in reactions of organism
to NIR. Neurophysiological alterations made by these factors were con-
sidered in series of our works. Our pioneering investigations revealed
predominant role of direct action of NIR of different kinds on brain
structures, personally on the cortex, in origin of reactions of organism
[1-3]. Later we considered evoked and background activity of single neu-
rons [4-6] and pattern of pulse flows of neuronal populations at action
of NIR [6, 7, 10-13].

Towards middle of the seventies years of XX century probably more
5 thousand published works on biological effects of NIR were accumu-
lated [15]. 20 years later the number of such published works was be-
lieved to reach 10 thousand [6, 16]. In 2000 their number exceeded 21
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thousand [8, 14].
Bibliometrical analysis of published works on biological action of

NIR was not carried out up to now. Therefore we began bibliometrical
researches on this problem. The state of investigations of biological ef-
fects of NIR was examined be means of internets databases. Information
accumulated in world on electromagnetic biology during 35-year period
in the later half of the XX century (1966-2000) was considered. Quanti-
tative characteristics of published works about biological influence of
NIR of different kinds, including electromagnetic (EMF), magnetic
(MF), and electrical (EF) fields, was analyzed. Moreover especially bio-
logical effects of microwaves (MW) were selected because this factor was
in the center of attention of researchers in the middle of the XX cen-
tury.

The present work is devoted to examination of quantitative charac-
teristics of published works on neurophysiological effects of NIR of
these kinds.

Some results of our bibliometrical investigations were already pre-
sented in papers [8, 9, 14].

Materials and methods

Quantitative characteristics of published works on biological action
of NIR in world during 35-year period in the later half of the XX cen-
tury (1966-2000) were considered. Investigations were carried out by
means of mainly the database "Medline” accessible through Internet.
The numbers of published works of observed trends were determined for
every analyzed years with the aid of corresponding key words.

At statistical analysis of the material the comparisons of sampling
fractions of obtained data from their sum, from the total number of
works with application of NIR, and from the total number of neuro-
physiological works are used. For calculations of statistical significance
of distinctions between indicated data criterion for selective portions of
variants was applied.

Results

In considered 35-yaer period the total number of published works
carried out in different neurophysiological objects reached 1401300.
Number of works on biological action of NIR was 21606. The numbers
of works performed with application EMF, MW, MF and EF were 6001,
6920, 5316 and 3369 correspondingly. Number of neurophysiological
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works on effects of NIR was 5935, what was equal to 1.54% from total

number of neurophysiological works and 27.46% from total number of
work with NIR.

General characteristics of received totalities are presented in table
1. Sampling fractions of obtained data from their sum, from the total
number of works with application of NIR and from the total number of
neurophysiological works are shown in table 2. Statistical comparison of
indicated sampling fractions is reflected in table 3. Dynamics of the
number of published neurophysiological works performed with applica-
tion NIR of different kinds (EMF, MW, MF and EF) and dynamics of
the considered sampling fractions (%) are demonstrated in tables 4-7.

Table 1
General data on the number of published neurophysiological works
carried with application of NIR of different kinds during 35-year period

Characteristics of totalities
Total b A b

Factors ora nu1T1 e Sampling verage nu.m er Standard

of papers in 35 . of papers in 1 Lo
variance deviation

years year

1 2152 4346.90 61.49 11.14

2 1435 640.52 41.00 4.27

3 1649 3321.16 47.11 9.74

4 699 507.49 19.97 3.80

5 5935 21965.08 169.57 25.05

Application: 1 - EMF, 2 - MW, 3 - MF, 4 - EF, 5- sum.

Table 1 shows that among published neurophysiological works on
research of action of NIR the predominance of works with application of
EMF took place in investigated period. The least number observed in
works on analysis influence of EF.

Table 2 demonstrates that sampling fraction (%) from total data in
published neurophysiological works with NIR (5935) prevailed in works
carried out with EMF. Similar result was found at calculation of sam-
pling fractions (%) from total number of works on biological action NIR
(21606) and at calculation of sampling fractions from (%) total number
of neurophysiological works (1401300).

Data of statistical analysis represented in table 3 proved existence
and peculiarity of distinctions between different sampling fractions de-
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scribed above. Indeed, published neurophysiological works carried out
with application of EMF, MW, MF and EF had statistically different

sampling fractions from their sum, from the total number of works with

application of NIR from the total number of neurophysiological works.

Table 2
Sampling fractions (%) of received data from their sum, from the total
number of works with application of NIR from the total number of
neurophysiological works

Characteristics of totalities
Factors Sampling Sampling fraction | Sampling fraction from
fraction from from total data number of neurophysi-
these data (%) with NIR (%) ological works (%)
1 36.25 9.96 0.15
2 24.18 6.64 0.10
3 27.78 7.63 0.12
4 11.78 3.23 0.05
5 100 27.47 0.42

Application: as in table 1.

Dynamics of the observed bibliometrical indices during 35-year pe-
riod is presented in tables 4-7. Table 4 gave dynamics of the concrete
numbers of published neurophysiological works carried out with applica-
tion of NIR of different kinds during 35-year period. Table 5 reflects
dynamics of the sampling fractions (%) of published neurophysiological
works carried out with application of separate physical factors five-year
periods from their total number. Table 6 shows dynamics of the sam-
pling fractions (%) of published neurophysiological works made with
employment of NIR of different kinds in single five-year periods from
total number of works with of these factors during 35-year period. Table
7 demonstrates dynamics of the sampling fractions (%) of neurophysi-
ological published works with NIR of different kinds in single five-year
periods from total number of neurophysiological works during 35-year
period.

The considerable increase of the numbers of published neurophysi-
ological works carried out with all different kinds of NIR gradually de-
veloped during 35-year period (table 4). Clearly this event took place in
case of application of EMF, MF, and EF. A number of works with MW
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increased too. However such phenomenon came to its close at the last

analyzed five-year period.

Table 3
Comparison of sampling fractions of received data from their sum, from
the total number of works with application of NIR from the total
number of neurophysiological works

Comparison of sampling fraction of totalities
Comparison of Comparison of Comparison of sampling
Factors | sampling frac- | sampling fraction | fractions from number
tion from these from total data of neurophysiological
data (U) with NIR (U) works (U)
1-2 14.33 12.47 11.72
1-3 9.86 8.592 8.37
1-4 32.19 29.10 27.62
2-3 4.47 3.95 3.35
2-4 17.87 19.63 15.90
3-4 22.33 20.58 19.25

Application: statistically significant distinctions between distributions are
underlined (U>1.96 corresponds to p<0.05, U>2.58 corresponds to p<0.01); the
other designations as in table 1.

Table 4
Dynamics of the number of published neurophysiological works carried
out with application of NIR of different kinds during 35-year period

Factors Indices for different five-year periods

1966- | 1971- | 1976- | 1981- | 1986- | 1991- 1996-

70 75 80 85 90 95 2000

1 18 31 69 136 387 687 824

2 16 97 213 250 282 313 264

3 10 22 50 125 312 456 674

4 6 18 39 65 118 173 280

5 50 168 371 576 1099 1629 2042

Application: as in table 1.

Dynamics of the sampling fractions (%) of different published
works in single five-year periods from their total number was complex
and unequal (table 5). Works with MW prevailed in 70-80 years. The
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least sampling fractions were at published neurophysiological works

with application of EF.

Table 5
Dynamics of the sampling fractions (%) of published neurophysiological
works carried out with application of NIR of different kinds in single
five-year periods from their total number

Indices for different five-year periods
Factors | 1966- | 1971- | 1976- | 1981- | 1986- | 1991- 1996-
70 75 80 85 90 95 2000
1 36.00 | 18.45 | 18.60 | 23.61 | 35.31 | 42.17 40.35
2 32.00 | 57.74 | 57.41 | 43.40 | 25.66 | 19.21 12.93
3 20.00 | 13.10 | 13.48 | 21.70 | 28.39 | 27.99 33.01
4 12.00 | 10.71 | 10.51 | 11.28 | 10.74 | 10.62 13.71
5 100 100 100 100 100 100 100
Application: as in table 1.
Table 6

Dynamics of the sampling fractions (%) of published neurophysiological
works carried out with application of NIR of different kinds in single
five-year periods from total number of works with application of these

factors during 35-year period

Indices for different five-years periods

Factors | 1966- | 1971- | 1976- | 1981- | 1986- | 1991- 1996-
70 75 80 85 90 95 2000

1 33.96 | 25.20 | 17.42 | 21.09 | 39.41 | 41.01 38.74

2 6.87 20.68 | 26.14 | 23.74 | 23.58 | 19.53 17.02

3 17.86 | 16.06 | 17.24 | 23.58 | 32.88 | 33.90 33.55

4 11.77 | 20.46 | 15.35 | 18.16 | 18.02 | 20.14 25.36

5 12.72 | 20.56 | 21.14 | 22.27 | 29.06 | 29.72 30.07

Application: as in table 1.

Pattern of dynamics of the sampling fractions (%) of neurophysi-
ological published works carried out with application of EMF, MW, MF
and EF during 35-year period from the total number of works on bio-
The most
distinct progressive increase was observed in case of sum of all neuro-

logical action of NIR were compound and variable (table 6).

physiological published works with NIR.
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Characteristic of dynamics of sampling fractions (%) of published

neurophysiological works with application of different kinds of NIR
from the total number of neurophysiological works had other peculiari-
ties (table 7). In all cases the pronounced progressive increase of these
sampling fractions of neurophysiological published works with NIR of
different kinds and also of them sum took place.

Table 7
Dynamics of the sampling fractions (%) of neurophysiological published
works carried out with application of NIR of different kinds in single
five-year periods from total number of neurophysiological works during
35-year period

Indices for different five-year periods
Factors | 1966- | 1971- | 1976- | 1981- | 1986- | 1991- 1996-
70 75 80 85 90 95 2000
0.021 | 0.025 | 0.046 | 0.073 | 0.163 | 0.233 0.254
0.019 | 0.079 | 0.142 | 0.134 | 0.119 | 0.106 0.081
0.012 | 0.018 | 0.033 | 0.067 | 0.132 | 0.154 0.208
0.007 | 0.015 | 0.026 | 0.035 | 0.050 | 0.059 0.086
0.059 | 0.137 | 0.248 | 0.309 | 0.463 | 0.551 0.629

Application: as in table 1.

Ot x| Q| DN =

Conclusion

The results of the present bibliometrical investigations makes it
possible to analyze quantitative characteristics of neurophysiological
published works performed with application of with NIR of different
kinds (EMF, MMW, MMF and EF) during 35-year period of later half of
XX century (1966-2000 years). The numbers of these published works
were found for every observed year. Dynamics of the numbers of pub-
lished works was studied.

It was established that the total number of published works on neu-
rophysiological effects was 5935. From them 2152 works were made
with application of EMF, 1435 of MW, 1649 of MF and 699 of EF. Con-
sequently essential predominance of neurophysiological works with EMF
took place.

Positive dynamics of the number of neurophysiological published
works with application of all indicated physical factors during 35-year
period takes place. But dynamics of the sampling fractions (%) of neu-
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rophysiological published works carried out with different kinds of NIR

from their sum and from the total number of works on biological action
of NIR were complex and unequal. In both cases predominance was ob-
served at the sampling fractions (%) of works with MW in 70-80 years.

However dynamics of sampling fractions (%) of neurophysiological
published works with application of all kinds of NIR from the total
number of neurophysiological works had gradual pronounced increase.

Unfortunately neurophysiological researches will have further de-
velopment in XXI century including applied investigations and funda-
mental science [8, 14].
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UDK 004:371.71
S.V. Vyshemyrska

METHODOLOGICAL BASES OF CREATION OF
INFORMATION SYSTEMS AND TECHNOLOGIES OF
MANAGEMENT OF THE STATE OF HEALTH OF THE

STUDENT

Abstract. Methodological approach to process of an individualization of
management by a state of health of students is considered. Approach uses the
analysis of a wide range of indicators of a state of health with their subsequent
generalization for the purpose of formation of an integrated index of estimation of
level of health of the student and splitting a great number of students into groups in
which various techniques, complexes of exercises and their intensity are applied.

Keywords: health, indicators of a state of health, integrated index of an
assessment of level of health.

Introduction. The difficult complex of various factors among
which the special place belongs to the academic load connected with in-
tensive cerebration, violation of a mode of work and rest, a hypody-
namia, a psychoemotional pressure, stressful situations has impact on a
state of health of younger generation. At the same time modern society
needs harmoniously developed, competent experts having high level of
health and good physical readiness. In this regard in many countries of
the world students, as the social group subject to danger of development
of many diseases, is allocated in separate group of risk. Management of
physical development of students and improvement of their health in the
course of physical training represents undoubted interest [1-4].

Work purpose. The assessment of a state of health of each student
allows to allocate groups of students which need special approach to oc-
cupations by physical culture. For carrying out a practical training on
physical training in higher education institutions students taking into
account a floor, states of health, physical and sports readiness are dis-
tributed in various groups: sports skill, the main, preparatory and spe-
cial. Chronic diseases cause deterioration of physical development [5].
The purpose of work is consideration of methodological bases of creation
of information systems and the technologies providing to the teacher of
physical training in higher education institution options of division of
students on groups, recommending for each group a complex of exer-
cises and their intensity on the basis of information on a physical state

© Vyshemyrska S. V., 2012
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and functionality of an organism of a concrete individual.
Statement of the main results. Level of a computerization existing

today doesn’'t allow teachers to trace quickly a state of health of stu-
dents and to accumulate information on each individual. The control
system, allowing to automate processing of information is necessary and
to operate a state of health of the person. Such system will be capable to
develop effective managing directors of influence only in the presence in
its structure of a peculiar mechanism of the adaptation providing the
adaptation of system to change as object of management, and environ-
ment. Formation of model and algorithm of management is offered to be
realized by means of the system of support of decision-making (SSDM).
SPPR realizes control system adaptation that allows to minimize number
of problem situations in which the system isn't able to propose the satis-
factory solution. SPPR presents opportunity to the teacher to organize
and store individual data of the specific student, to show compliance of
its physical condition of the planned trajectory of development and to
make the program of correction of health, to carry out necessary imitat-
ing modeling, to receive information in a convenient form, etc.

The analysis of opportunities and technology of impact on an indi-
vidual from positions of the theory of management, allowed to offer the
scheme of management of such class of objects (pic. 1). It is known that
the control system always has to achieve the objectives of management g
(t). In management process control of values of operated parameters and
their comparison with the set is exercised. The condition of management
is reflected by output indicators at (t) of object of management. The ex-
ternal indignations influencing object, we will designate f (t), to them
carry diseases, weather conditions, stresses; r (t) are variable manage-
ments, for example, motive exercises; z (t) — variable conditions of ob-
ject the managements which have taken place preliminary processing in
the block of feedback; (t) — mismatch between the actual and desirable
state of object of management.

Planning of values of indicators of a condition of a concrete indi-
vidual has to be real and accepted for it. At development of decisions on
management of a condition of the person it is necessary to consider op-
portunities for their realization and the actions made after decision-
making. The major is definition of criteria of adaptive system which can
be defined, for example, by means of the function of a penalty consider-
ing duration of a deviation of indicators of a condition of object of man-
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agement from norm. Except noted features, the system has to give op-
portunity of estimation of effect from its functioning.

The accounting of the listed requirements to a control system al-
lows to develop the corresponding algorithms of adaptation and mecha-
nisms of management of a physical condition of the person and im-
provement of its health.

Resources
(health, techniques,
............................. material TexHu-yeckoe
providing

etc.) ft)

|
v
DSS The block of r(t) — -
Comparison “\Y| Individual (object y(t)
block
FEEDBACK BLOCK

(statement and purpose ] formation of
specification, forecasting, operating of management)
(t) (state estimation, control,
z analysis of the main

planning ofa physical
indicators of a state)

influences

condition of an
individual,
recommendation about
management)

LY

Picture 1 — General scheme of a control system of health of the student

Receiving objective estimates of parameters of health is an impor-
tant indicator of an assessment of a condition of the person.Such as-
sessment allows to allocate groups which are in a condition of risk, and
it in turn plays an important role for diagnostics and prevention of dis-
eases by selection of an individual complex of physical exercises.

It should be noted that rather difficult to measure health level.
Therefore for an assessment of health by WHO recommendations indi-
rect indicators such, as physical readiness, adaptation, the psychological
and psychophysiological status are used. Given a number of authors, our
researches and practical experience testify that among simple and easily
available indicators at students the most informative are Robinson, Ru-
fye, Quetelet's indexes, the EVROFIT tests, etc. These indexes are
closely interconnected with the size of the maximum consumption of
oxygen, and also with other indicators of physical readiness and are
used by us for express diagnostics of physical health of students. As
such indicators are measured in different units, the separate system is
developed for estimation of each indicator in points. Belonging of the
student to this or that group and his disease that allows the teacher to
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pick up values of parameters of the corresponding tests is thus consid-
ered. Following the results of testing the student can get 100 points.

Testing is held in two stages: the first — on the speed, force of feet and
endurance; the second — on force of hands, dexterity, flexibility. For ex-
ample, for track and field athletics exercises (run of 100 m, young men)
the standard following: 13,2 with — 5 points; 13,9 with — 4; 14,4 with —
3; 14,9 with — 2; 15,5 with — 1 point. Similar scales are created and for
other tests.

Students of special medical groups for academic year keep self-
checking diaries, hand over educational standards and tests of physical
readiness which consider a disease of the student and are modified tak-
ing into account specific features of students.

The obtained data allow the teacher of physical culture to select a
rational improving and training motive mode that gives the chance to
optimize developments of an organism of the student, to level negative
influence of a high school mode and the organization of educational
process, and also other negatively influencing factors of the environ-
ment.

The conducted researches allowed us to offer use of the combined
management uniting compensating management on indignations with
management by received results of supervision (pic. 2).

Planning of actions
for correction of a
physical state
taking into account
preliminary
character of data

Anticipatory

Express
management on diagnostics
"weak signals”

A
v /

\ STUDENT Fundamental

diagnostics

A A
Specification of
actions for
correction of a
physical state taking
into account the
actual physical state

Management by the
received results of
supervision

Picture 2 — The scheme of the combined management of a functional condition
of the student

In this case the operating subsystem beforehand, express diagnos-
tics method, finds an initial stage of influence of destabilizing factors
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and tries to eliminate them. Upon termination of a certain period more
careful diagnostics of a condition of an organism of an individual which

allows to receive objective information is carried out and to make the
decision on further operating influences. Such approach to management
of a physical condition of an individual allows to minimize both losses
from influence of destabilizing factors, and costs of their compensation.

Taking into account diagnostics opportunities in the conditions of
a higher educational institution as sources of "weak signals” us testing
of motive abilities of students is certain. For the same purpose pulse di-
agnostics is used.

It is quite easy to enter the offered system of express diagnostics
into the information system and to carry out the forecast of a condition
of physical health individually for each student and on this basis to plan
and choose the relevant activities for their improvement by non-drug
means and to select training programs.

Any problem of an assessment of health and diagnostics can be
considered as search of display of a formula of a look

X" = (x],%}..,x5) > d, €D = (d;,dyy..,d,,) (1)

where — X" set of parameters of a state investigated;

D — set of possible complexes of exercises.

Difficulties of the solution of problems of an assessment of health
are caused by the following reasons:

—for the correct selection of a complex of exercises it is necessary
to consider a huge number of parameters of a state surveyed;

—there are no analytical dependences between parameters of a state
surveyed (reasons) and a complex of exercises (consequence).

Complexity of creation of such dependences is defined both a large
number of parameters, and their diverse character.They can be as quan-
titative (age, pressure, pulse, etc.), and qualitative (pain, a state,
etc.).In these conditions actual there is a problem of creation of the
models used by teachers of physical culture in systems of intellectual
support of decision-making.

The spiral model of life cycle of realization of development stages
(pic. 3) in which on each spiral turn stages of formation of model of an
assessment of health of the student and selection of a complex of physi-
cal exercises are realized is put in a basis of development of model of es-
timation and correction of health of the student. With each subsequent
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round quality of development improves and, at last, the acceptable op-
tion of model turns out.

The analysis of medical characteristics of an individual allowed
when developing model of estimation and correction of health of the
student to create four subsystems (pic. 4) which define the main compo-
nents entering definition of health. Use of the constructed structural
model of structure of health of students assumes formation of informa-
tion and analytical base for adoption of administrative decisions and
creation of the relevant system of information support of decision-
making.

Health model T
in the form of Transition from
the scheme subsystems to
components

Formation of

criteria of health

13(1)( 1 )4 DEFINITION OF | € Finding of
HEALTH elements (the

measured value)

V4

‘@a\ ’u
T ==
Formation of a

standard of health at
the level of elements ( Finding ways of }

changing of elements

-

Picture 3 — Development stages of model of an assessment and correction of
health of the student

The main form of application of such estimates are physical exer-
cises and natural factors. As organizational bases of correction of health
are considered: theoretical preparation, methodical preparation, practi-
cal preparation and control. Complex initial his belonging to a certain
group allows to define estimates of a condition of the student before oc-
cupations. Carrying out classes in the certain program received on the
basis of an assessment of a condition of the student, is based on the fol-
lowing principles: continuity; systematic alternation of loadings and
rest; gradual increase in loadings and adaptive balance of their dynam-
ics; traditional and nonconventional methods and means of physical im-
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provement. Control of efficiency of occupations allows to make recom-
mendations on further grade levels.

Nowadays it isn't present ideal for students of different special
groups of integrated indicators of an assessment of health.The problem
of selection of students in groups is multicriteria.Characteristics of
various components of health belong to selection criteria.Process of se-
lection becomes complicated also that often it occurs in the conditions of
incomplete information.It is in advance impossible to call one character-
istic according to which selection of an individual will be made.The per-
son making the decision is very frequent, operates with concepts "is
healthy”, "it is almost healthy”, "it is conditionally healthy”, "it isn't
healthy”, etc.Multicriteria on the essence the problem of selection needs
development of a method of the decision, allowing to develop effective
policy in the matter [7].

HEALTH
!
! ! !

CRITERION 1 CRITERION 2. CRITERION 3. CRITERION4.

Sufficient [Existence of necessary reserve functional| | Ability to a complete Presence of

professional and physical capacities for adaptation to | | recovery in the set limit motivation at
working quickly changing conditions of the of time achievement of

capacity environment the purpose

OPERATIONAL PURPQSES

ADAPTATION
PHYSICAL
QUALITIES
PSYCHOLOGICAL
READINESS

PSYCHOPHYSIOLOGI
CAL READINESS

le—i
le—1

TASK

FORMATION OF SEPARATE GROUPS OF STUDENTS AND SELECTION
OF COMPLEXES OF EXERCISES

Picture 4 — Strategic objectives of improvement of health

Selection of the student in concrete group is offered to be carried
out on the basis of expert estimates. During the analysis experts should
face such problems, as incompatibility of medical indications of various
students, uncertainty of data from a position of their treatment the cer-
tain student and the teacher in view of various vision of ultimate goals
and so forth. To balance these divergences, rating estimation of health
of the student here is used.
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To formalization of a problem of selection of the student in con-
crete group which needs to be solved for all great number of students of
higher education institution, it is offered to apply the following scheme
of procedure of selection:formation of a set of criteria of estimation of
health of a separate individual;data collection about participants of
process of selection;development of mathematical models of rang-
ing;formation of an integrated index of estimation of health of the stu-
dent.Such procedure gives opportunity to calculate a rating of analyzed
individuals and to have them in a certain order on a rating scale.

The global criterion of a rating is defined on the basis of primary
medical information about health of the student. It is expedient to
group primary information in blocks of indicators — set of indicators
which define making states of health of the student (for example, "Bone
and muscular system”, "Cardiovascular system”, "A gastrointestinal
path”, etc.). For each block primary data will be transformed for the
purpose of possibility of their comparison, thus rating indicators which
for each block of indicators of health of the student then unite in a uni-
form indicator — an index I turn out. As global criterion on the basis of
which the general assessment of health of the student is carried out, the
integrated KI index determined by indexes I is applied.

Algorithm of determination of parameters of system of rating es-
timation of health of students the following.

1. On the basis of available medical indications of analyzed indi-
viduals the base of primary indicators of system of rating estimation is
formed.Indicators characterizing a state of health are parameters which
are based on use of authentic, objective and exact data which are con-
firmed by the relevant documents.

2. Relative values of indicators (rating indicators) as the relations
of primary indicators to the corresponding indicators of comparability
of subjects of ranging are defined. Here they paid off, as private from
division of each primary indicator into average values following the re-
sults of testing of group of analyzed students. It provides compatibility
and comparability of indicators.

3. Rationing of indicators and linear convolution in which the
model is based on the weighed sum of estimates is made. Rating indica-
tors are normalized for each j-go of an indicator by division of the rat-
ing indicators received in item 2 into the sum of the corresponding rat-
ing indicators of this indicator on a formula:
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Ri' .
RN.=—23_  i-1M;j=1LN (2)

ij M
2Ry
i=1

4. On the basis of a matrix RN;;of rated rating indicators it is

carried out calculations of indexes of each block of indicators of health
of students. Indexes pay off as

1 n=b
I, =— ) RN, 3
ti m HZI ni ( )

where I;; — the t-go index of the block of indicators of health of i-
go of the student; RN!, — n-y rated rating of t-go indicators of the

block of indicators of health of i-go of the student; b — number of rated
rating indicators in the separate block of indicators of health of the stu-
dent, 1<n<b; m — total of rated rating indicators of the certain student.
5. The global criterion of a rating for each student, as the sum of
indexes of blocks of indicators of health of each student is defined:

t=

KL =Y'1,, (4)

t=

o

—

where KI, — global criterion of a rating of health of i-go of the

student; d — number of blocks of indicators of health.

6. Ranging of students on the basis of sizes is carried out and the
place of the student corresponding to his level of health is defined. Stu-
dents with the highest value of global criterion are applicants for trans-
fer in group of sports skill, according to the lowest values — in prepara-
tory medical group.

The considered procedure can be added with application of a hier-
archical aglometrichny clustering [8] or introduction of integrated crite-
rion of the entropy type, allowing to estimate a condition of biosystem
at any moment:

IG =) P, Lnoo

=1 1j

, ()

where n — quantity of the considered signs characterizing a condi-
tion of object;

Po; — the aprioristic probability characterizing "preferable” prob-
ability of a condition of object;
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P,; — aposteriorny probability. The probability of that value of a
sign X meets "standard”. The probability of P;; is calculated on a for-
mula (2):

P, =P(X-a| <) = 2@(2) -1 (6)

where - a population mean of a studied sign of x;;

— the size of deviations of the current x; value from;

— dispersion of a sign of x;;

@ — the standardized function of normal distribution.

In expression (2) probability of Py=1 as, as a "preferable” condi-
tion of object we accept a reference state, at which a deviation =0,
therefore:

POJ.:1—{2®(9j—1}:2—2CD(0):2—2*0,5:1. (7)
c
Having substituted the received value in a formula (2), we will re-

ceive
1& 1
IG==—) In—. (8)
n ;‘ Pj

In this case the integrated indicator of IG allows to estimate de-
gree of a deviation of a condition of biosystem from some (reference)
state. So, for example, as a reference state at an assessment of level of
physical health the state meeting "physiological standard”™ was chosen.

Thus, definition of groups of students (sports skill, the main, pre-
paratory and special) for classes in different techniques and physical ac-
tivities can be carried out according to the offered approaches. If it is
necessary, primary data are specified, and procedure is carried out re-
peatedly.

Conclusions. The researchers conducted by means of complex test-
ing of motive abilities of students, showed that level of physical readi-
ness of students of technical university is low and, as a rule, during
training doesn't raise. Introduction in educational process of system of
diagnostics of a physical condition of the student and management of
this state in the course of classes in physical training will allow to im-
prove indicators of physical readiness of the student and a functional
condition of separate systems of its organism, to increase efficiency of
diagnostics and adoption of necessary decisions that will promote expe-
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ditious correction of a technique of teaching and dispensing of physical
activity. Methodological approach to process of an individualization of

management by a state of health of students is offered. Approach uses
the analysis of a wide range of indicators of a state of health with their
subsequent generalization for the purpose of formation of an integrated
index of estimation for definition of level of health of the student and
splitting a great number of students into groups in which various tech-
niques, complexes of exercises and their intensity are applied. Approach
is adapted for opportunities of practical application in the system of
support of decision-making providing to the high school teacher of
physical training versions of decisions on the organization of work with
students and will promote introduction of individual programs of cor-
rection of health of students.
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AUTOMATION OF PRICE FORMING MANAGEMENT AT
CHILD'S FOOD INDUSTRY ENTERPRISES

Abstract. The state management system baby food company are presened. The
expediency of the use of modern information systems for various tasks in the enter-
prise are proved. The possibility of using game theory to operational pricing of pro-
ductsare presented.

Keywords:game theory, pricing, facility management, decision-making.

Introduction. Globalization of economy greatly influences the ac-
tivity of modern enterprises. Relations with foreign partners became ac-
cessible, information and material production lines grew through the
borders of states, transport expenses decrease, trade volumes grow, in
particular with the countries in Central Europe. The development of ad-
aptation strategy for international market needs becomes actual for
many enterprises, that requires active decisions of pricing questions
next to an increase of product competitiveness. This problem in proper
extent concems to the enterprises of food industry and especially child’s
food enterprises.

Correct technological development acquire special value in the
conditions of food enterprise restructuring, necessity of production
products of new types, mastering the specialized production capacities.
Effective informative support is necessary for development of corre-
sponding project decisions, which provides leaders, technologist, econo-
mists with necessary analytic information as to the perspective and pos-
sible variants of the aim achievement. Modern computer technologies
substantially simply the process of information accompaniment of tech-
nological and organizational decisions making, however existent infor-
mation systems and technologies difficult in application are costly and
often inaccessible to the wide circle of specialists.

Research actuality. The enterprise of child's food is marked with
very hard control of products quality, which depends on quality of raw
material, terms and terms of storage of raw material and products, cor-
rectly calculated compounding, that must take into account all necessi-
ties of child's organism on the certain age stage maximum exactly and
not deviate from state standards [1, 2]. Expansion of descriptions of

© Vyshemyrska S. V., 2012
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food enterprises products predetermines the origin of wide range of
prices. Reducing the price, enterprise will not get permanent advantage,

but its increasing has, risks, as competitors have choice: to go back to
previous prices or lose the consumers on a benefit of the competitors [5].

Task raising. Development of scientific bases of decision making at
a management industrial enterprises is needed for perfection of existent
methods of technological processes planning, increase of efficiency of
functioning and development of the production-economic systems. The
main problem of enterprise management is inconsistency functioning of
different chains, which enterprise control system consists of. Creation
of effective enterprise control system is predefined by the necessity of
multicriterion design of support of acceptance of administrative deci-
sions at planning of productive processes at an enterprise [6]. At the
terms of risk and vagueness of design and analysis of situations in pric-
ing for the study of flexible strategies maybe on the base of mathemati-
cal vehicle of game theory [7, 8].

It is important to examine the course of processes at an enterprise
in dynamic market conditions taking into account that a decision at
every next step depends on previous steps. The decision of such tasks
will assist in increasing of operative management of technological and
economic process at the enterprise of child’s food. The aim of this work
is the consideration of questions of information support in decision mak-
ing at management pricing at the enterprise of child’'s food.

Results of researches. The theory of active system which was im-
proved and oriented on the proposed tasks is chosen in this work as de-
velopment methodology of the information system of decision making
support. We divided tasks and corresponding mathematical models into
two classes: economic and technological. It is suggested to use complex
approach in active systems for task decisions which combines evristic-
analytic and probabilistic methods and gives an opportunity to examine
tasks from different sides. Possibility using buyers approach within the
framework of active systems theory which allowed to get the necessary
models of decision making support in particular task was considered
next to evristic-analytic methods.

Information system consist of (fig. 1): 1) subsystems’ chain which
decides technological tasks such as calculation of food packing norm de-
pending on humidity, information for a label, optimization of transpor-
tations for supplying with raw material and ready-made products;
analysis of organolaptic and physical-chemical indexes of ready-made
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products, automated planning of composite foodstuffs compositions;
economic tasks (estimation of investment project risk, situational analy-

sis of the financial state of enterprise, choice of competitive commodity
by the method of unclear relation of advantages, active pricing) and
others.

Let’s consider the game “producer-consumer” for decision of active
price forming task. Interests of both sides at the food industry market
have antagonistic character. Every player pursues the goals of his price
maximization at the expense of the opponents. Enterprises try to maxi-
mize their profit owing to higher prices on their products, and the con-
sumer wants to minimize them. In this case the situation of decision
making according to a game theory is described with the help of three
active elements expressed by sets [11]:

{X,0,F},

where is a set of management object decisions;
e = {91,92,..., en}is a set of economic environment status;

F= fij= f(xk,ej) — matrix of the evaluation functional values.

INTEGRATIVE SYSTEM OF ENTERPRISE MANAGEMENT

Technological tasks
Calculation of food packing norm
depending on humidity .
Economic tasks
i i i t ject
Information for a label Estimation of investment projec
Situational analysis of the financial state
Optimization of transportations for of enterprise
supplying with raw materials and ready-
made products Active price forming
Organolaptic and physical-chemical . -
indexes analysis Competitive product choice

Automated planning of composite
foodstaffs composition

Figure 1 — Integrated control system by an enterprise

Enterprise management must do a correct choice in an antagonism
situation. Winning of every pair, which characterizes the relative size
of results of actions and depends on such elements, as situations of en-
vironment and variant of decision, corresponds to the evaluation func-
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tional value to. Proceeding from this form a matrix of the evaluation
functional. In detailed form such situation of decision making is set by a

matrix the elements of which are fxj are quantitative estimations made
decision xi € X on condition that an environment is in the state g;c ©

[11]. In such matrix a line player has m different strategies (lines), and
column — n strategies (columns), thus every number fkj is payment to

the line player, if line player chose k strategy, and column j strategy.

The decision of game consists in finding of optimal strategies for
every player, that means such strategy which at the permanent repeti-
tion of actions gives to the subject maximally possible middle winning.
For this purpose use "minimax principle”. As elements of matrix F are
payments to the line player, then a line player is maximizing in the
choice of the line, and column — minimizing in the choice of column.
Therefore a line player at first finds a minimum element in every line
[12]:

o, = minfg;j,
J

and then elects a line for realization, in which the biggest element

from minimum is situated:

o = max fij »

where o is a bottom cost of game.
Like the player of column at first in every column chooses a most
value Bj = max fj and optimal strategy chooses after a formula:
k

P = min Bj , where 3 is an overhead cost of game.
J

Obviously, that always a <. If a =, then a game is called a game

with the point of “saddle”. An element for which fij=o =p is named

the element of “saddle”. Not every game has a point of “saddle”, how-
ever, if a point of “saddle” is, then strategy of players is determined
simply.

Wald’s, Gurviz’s and Sevidges criteria suit well in the case charac-
terized by antagonism interests of environment as decision making cri-
teria in the conditions of uncertainty [11].
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The synthesis of the above-mentioned methods allowed to build
management pricing frame at the enterprise, basis of which is a se-
quence of the process stages and decision making moments (fig. 2).

THE PRODUCER

NEED
Internal
motivation

THE CONSUMER

Figure 2 — Management element activity of the active pricing

The approach to be considered was used for the strategy of the ac-
tive price forming for the "South cannery of child’'s food"”, Kherson.

Conclusions. The existent information systems do not answer the
requirements of consumers, they are unjustified expensive, does not
provide with active estimation of enterprise functioning efficiency, and
preparation of recommendations in management decision making. The
offered information system consists of separate subsystems, each of
which decides the concrete task of enterprise management by economic
and technological processes.

Decisions, made by enterprise management in the field of pricing,
are the most difficult and responsible, in fact they can not simply
worsen financial-economic activity, but also lead the enterprise to bank-
ruptcy. For reasonable decisions making it is expedient to rely on a few
variants of prices, calculated for the same products which allows to
choose the optimal level of price in a present market situation. The con-
sidered mathematical model of the active price forming allows the man-
agement to do a right choice in an antagonism game "producer-
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consumer and to make reasonable decisions within the framework of
the offered information system of making decision support at the child's

food industry enterprise.
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EXPERIMENTAL STUDY OF EFFICIENCY OF SYSTEM-
ANALYTICAL RESEARCH BASED ON INDUCTIVE
TECHNOLOGIES

Abstract. This article deals with the results of original experiment on
comparative analysis of different technology effectiveness of system-information-
analytical research (SIAR) in innovative direction. The experiment has been carried
out as a Laboratory Practical Master Workshop in the framework of special designed
program.

Keywords: analytical research, evaluation criteria, induction, workshop.

Whenever you need to solve the complex problem of system-
analytical nature facing researchers arises virtually one and the same
problem on the choice of an approach procedure or technology, and
hence — and the proper tools to fix it. Today in the system-information-
analytical research (SIAR) of search direction [1], as a broad stratum of
information technologies of system analysis [2], actively used many
methods and technologies, as well as many of their modifications. But
among these technologies is the a certain part of them, which is often
used in solving practical problems, and therefore are better developed
and investigated. Needless probably reject here and powerful role of ad-
vertising factor.

Unlike numerical methods of information processing, the efficiency,
disadvantages or advantages of which can be objectively established on
the results of their solution using the similar tasks on the same data,
the comparison innovative technologies of SIAR in solving real prob-
lems is extremely difficult or even impossible due to such obvious rea-
sons:

1) the real research require huge expenditures of time and money;

2) the final informational basis sufficient to solve the problem at
the beginning of the search is fundamentally unknown;

3) the problem can be solved in different ways and on different
elaborated informational bases.

It is advisable in such cases to use the special procedures of model-
ing the such comparisons. These tools include techniques that in the last
century have been called as a business game. It is obviously that these
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technologies can be attributed to the methodology of systems analysis as

“brain-storming” methods.

The aim of the experiment was to implement the close to the real
problems of system-information-analytical researches targeting on spe-
cific search problem with variations of different degrees of complexity.
The experiment involved the use of compulsory competitive parallel gen-
eralized “traditional” technologies (TT SIAR) [1, Fig. 2] and inductive
technology (IT SIAR) [3, Fig. 2], as well as an analysis of the experi-
mental results concerning the comparison of the effectiveness of such
technologies.

Since the implementation of comprehensive system information-
analytical project entails a large quantity of intermediate results that
objectively reflect the progress of research, but equally objectively can
not be shown completely, in the article below are presented the main
components of the present experiment. The main results are concen-
trated in tables, graphs, charts, etc. without overloading the text with
numerous formulas that are exhaustively listed in all necessary refer-
ences.

1. Essence of experiment and statement of the problem

The experiment aims to obtain objective data to assess the effec-
tiveness of various information technologies of system information-
analytical researches of searching type, which depends on the complex-
ity of the investment project . The experiment was carried out according
to known procedures of business games of innovation type [4], [5], tak-
ing into account, of course, demands of SIAR-technology [1]. As the
subject of the experiment has been selected the innovative-investment
project in content was close to real applied problems — it was necessary
to develop a document, namely: “Innovation-investment project “Indus-
trial fish-breeding farmbased on automated closed water supply system”.

Based on the direction, the experiment, as a business game, was
carried out as the part of practical training in discipline “Technologies
of scientific researches” with magistracy students of 2nd semester of
specialty “Automated Control of Technological Processes”. Students who
have been passed a competitive race, already had a good course design
skills as well as sufficient knowledge on the subject and future research
merits. In particular, they have already successfully completed the re-
quired courses for future research on such subjects as “Technologies of
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scientific researches”, “Bases of scientific researches”, “Fundamentals of

Systems Analysis”, “Principles of Management, Marketing and Busi-
ness”, “Economics computer aided enterprises in agriculture”, “Auto-
mated systems of technological processes” and others.

Thus, all performers objectively already had sufficient competence
for participation in the experiment, could clearly and briefly to formu-
late the results of analyzes, to correctly handle with statistical informa-
tion and execute a clear demand for the necessary “portion” of addi-
tional relevant information.

Given the nature of the laboratory experiment some intermediate
results had a hue of virtuality, but no more than that it could affect the
objectivity of basic and general conclusions. All performers were divided
into three groups. The first group carried out of studies by the so-called
“one-group” or traditional scheme of SIAR, the other two — exactly
twice smaller groups performed the research by inductive technology of
SIAR [3] and by the scheme that is described in several previous papers,
for example in [7].

The initial information basis is as follows:

1) Complexity of investment projects, W, millions of conven-
tional monetary units (CMU):

1.1) small: W <10,0;
1.2) middle: 10,0 <W < 25,0;
1.3) large: W> 25,0.
2) 10 days of conventional research equates to 0.5 hours.
3) Tariff salary level members of the research project:
3.1) expert of the analytical group - 2000 CMU/10 conv. days;
3.2) head of Analytical Group - 3000 um.hr.od./10 conv. days;
3.3) a member of the expert committee of the upper level
(ECUL): 2000 CMU / Session.
4) Power the farm - 10 000 kg.

2. Results research and their Analysis

In Table 1 are concentrated the all necessary results of the con-
ducted experiment. The number of groups for projects of various cate-
gory of complexity varied as it is reproduced in the second row of Table
1. The role of the expert committee in business game played the teacher,
who had already elaborated the necessary document of real investment
project.
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Thus, although the number of the expert committee in Table 1
shown virtually, but is approximately the same as it would be required

in a real system-analytical projects with similar economic characteris-
tics. Additional information, identical under the form and content, was
provided for two groups after going through the each step of the IT
SIAR. The group that worked on TT SIAR — upon request, but not more
frequently than for two groups who worked on IT SIAR.

Table 1
Comparison of the effectiveness of various technologies SIAR depending
on the cost and complexity of the study

Category of project complexity / cost, W, mil-

lion CMU
N Factors, small: middle: large:
o. criterion WwW<10,0 10,0<W<25,0 W>25,0
TT IT TT TT IT
IT SIAR
SIAR | SIAR | SIAR SIAR | SIAR

Duration of SIAR, conv.
1 |days
Staff of SIAR, including

60 40 120 60 165 75

5 5 6 7 8 9
2 manager, of persons
N f for IT
umber of steps for ) 4 ) 5 - 7
3 [SIAR
Numb f leti
um. er o .cor.np etions 3 0 7 1 9 1
4 |(quality criterion)
P t for EKUL™
ayment for ) 24,0 (3) - 50,0 (5) - 198,0 (7)

5 [thous. of CMU/ session
The budget” of SIAR, B,
6 [thous. of CMU

Absolute efficiency, A,

7 [thous. of CMU

8 Relative efficiency, A, % -2,9 +10,7 +16,7

Costs of SIAR in the
i 1,32 1,36 1,24 1,12 0,85 | 0,65
9 budget, W, %

*) Counts only the salary of all performers research with EKUL.

66,0 | 68,0 | 156,0 | 140,0 |280,5| 240,5

- 2,0 + 15,0 +40,0

#*%) In parentheses determined the approximate number of experts.
#*%%) Taken into account mid-range of budget, and the “large” — W = 30,0 mil-
lion CMU.
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According to IT Siad, calculated all system criteria, such as [6]:

ecriterion of relevance

1
n 2

CRrel = (i (55 )WEJ

: (1)

ecriterion of corelevance

{ZZ( )j

i=l j=1

, (2)

ecriterion of information bases balance

S K
CR,,(I,)=)Y.> 5, - min

s=1 k=1 . (3)

Briefly, we recall that criterion of relevance (1) aims at minimizing

the difference between the intermediate (final) results of W (A) and W

(B) of two analytical groups A and B and the so-called the benchmark

result E. Criterion (2) selects the intermediate results of these groups

with the smallest divergences. And criterion (3) tracks the “conver-

gence rate” received interim results to the reference outcome, that is, at

each step of research discrepancies in queries analytical groups A and B
should be significantly reduced.

Fig. 1 (a) shows the comparative histograms of performances crite-

ria values of both traditional and induction technologies SIAR, depend-

ing on the complexity of the project in absolute A , (CMU) and relative

A, (%) values that are calculated respectively as:
Aabs :BTT and A abs /B]T °

Diagrams in Fig. 1 (b) reflect the fate of expenses for research in

IT

the total cost of the investment project (in %, see. Table 1).

Diagrams in Fig. 1 (c¢) illustrate the time-cost of implementation of
system- information-analytical research to solve the problem for differ-
ent categories of complexity (cost) of investment.

Fig. 2 displays the dynamic of values changes of all system criteria
during the procedure IT SIAR depending on the complexity (investment
volume ) of the project: (a) — small, (b) — middle, (c) — large.
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Analysis of the results of experimental researches from Table 1 and
from the corresponding graphs are presented in Fig. 1 and Fig. 2, shows
that:

1) when performing is not complicated, relatively not expensive and
not long-term information-analytical researches the benefits of IT SIAR
to the TT SIAR almost absent and, moreover, the former can even con-
cede to traditional technologies, for example, on budget (see Table 1);

2) obvious advantages of IT SIAR over traditional technologies sig-
nificantly increase when performing more complex and high-cost infor-
mation-analytical researches of innovation orientation. For example,
with increasing of investment volume in 3 times (in Table 1: 25.0 vs
10.0 mln. CMU) the relative advantage of IT SIAR to TT SIAR, (A,%),
has increased by more than in 6 times (- 2.9% vs. 16.7%);

Efect. Aabs,

thous. of CMU y=36,75In(x) - £,

RZ=/G,E§
—
/
y=-3,8X ]!
~ —
//
e
Canegory of project complexity
I TT SIAR
(a)
Conditional days y=-7,5%2+82,5x-
RE=-1"
/
o

Category of project complexity
I TT SIAR CIITSIAR

(b)

Efect.. Ars, %

Category of project complexity
I TT SIAR

(c)

Fig. 1. Graphical interpretation of the research results (from Table 1).
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3) the relative value (percentage) of research performance in a total
volume of investments in IT SIAR decreases faster than in TT SIAR

with increasing complexity (cost) of the project for which searching
works are performed.

.\
o\\
Q-\\\ub

g}

—4—CRre ——CRcorel CRinf

Steps of procedure
AN vy

()

/The criterionvalue

.\ =—o—CRrel =fli=CRcorel CRInf
0-.____\

&w

Steps of pracedure

(b)

- —
The criterionvalue

== CRrel == CRcorel

\

Steps of procedure

(c)

Fig. 2. Dynamics of changes in the values of criteria (1) - (3) on the steps of

inductive procedure SIAR in different variants of the project complexity.

From the analysis performed above one can come the important
conclusion that inductive technology of SIAR has significant advantages
over traditional procedures when performing the complex and high-cost
system information-analysis-researches of innovative direction and,
therefore, it is advisable to apply for such class of comprehensive
researches. Some of the areas in which the use of IT SIAR it can be
most effective, briefly mentioned in [1].
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Conclusions

This article describes the results of an experiment designed and
conducted to compare the effectiveness of inductive technology with
generalized traditional technology of SIAR. Experimental results
confirm the conclusion that IT SIAR have advantages over the
traditional execution complex and long-term information-analytical
research of innivation direction. When solving a simple task inductive
technology SIAR have no advantages over the traditional and, moreover,
can to concede in efficiency (for example, in the part of their value —
Table 1). Therefore, IT SIAR advisable to use to perform the complex
and long-term researches.
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KOHONEN NEURAL NETWORK LEARNING IN THE
CLUSTERING-CLASSIFICATION TASKS

Abstract. In the paper, combined self-learning and learning method of self-
organizing map (SOM-LVQ) is proposed. Such method allows to increase quality of
information processing under condition of overlapping classes due to rational choice
of learning rate parameter and introducing special procedure of fuzzy choice in the
clustering-classification process, which occurs both with external learning signal
(“supervised”), and without one (“unsupervised”). As similarity measure of
neighborhood function or membership one, cosine structures are used, which allow
to provide a high flexibility due to self-learning-learning process and to provide some
new useful properties.

Key words: self-organizing map, learning vector quantization, fuzzy clustering,
large data set.

Introduction

In Data Mining problems, associated with clustering, classification,
fault detection, compression of information and etc., self-organizing
maps (SOM) and neural networks of learning vector quantization (LVQ)
are widespread. Such neural networks are proposed T. Kohonen [1, 2]
and represented in fact by single-layer feedforward architecture, which

provides mapping of input space X C R" using some operator Finto the

output space Y C R".

During operation, each neuron of SOM or LVQ gets information
about analyzed input signal. After that, competition mode occurs in sin-
gle network’s layer (also known as the Kohonen layer), and single win-
ner neuron with the maximum output signal is determined. The vector
of neuron-winner synaptic weights is most similar in terms of the ac-
cepted metric (typically a Euclidean metric) to the input signal. This
signal can provide the excitation of nearest "neighbors”™ of the winner
and the reaction suppression of the far dispersed neurons by lateral re-
lations. However, the decision about input vector-pattern membership to
one or another class (cluster) is adopted uniquely by the rule of "Win-
ner-Take-All» (WTA). Exactly this uniqueness can lead to the fact that
in the case of overlapping classes accuracy of the task solution may be
not high due to the fact that the same observation with different levels

© Bodyanskiy Ye., Mulesa P., Vynokurova O., 2012
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of membership (sometimes identical) can belong to some clusters at one

time. So, it is reasonable to provide for SOM and LVQ properties and
capabilities of fuzzy classification, in addition saved to sequential in-
formation processing, i.e. the possibility of operation in on-line mode.

1. Formulation of the problem

Let us consider single-layer neural network with lateral connections
containing »n receptors and m neurons in the Kohonen layer. Each of

the neuron is characterized by it’s own synaptic weights w iy =12,....m,

at the same time during learning process input vector-pattern x(k) is

fed on the inputs of all neurons (usually adaptive linear associators)
(here k=1,2,... - either the number of observation in a table “object-

properties”, or current discrete time for on-line processing mode) and
neurons produce the scalar signals on their outputs

y;(k) = ij(k)x(k), i=12,....m, (1)
which depend on current values of synaptic weights vectors wj(k), that

tuned using accepted algorithm for determined input space domain X e

Similar in the sense of accepted metric input vectors can activate either

one and the same neuron w;, or and its neurons-neighbors, for example,
w;, and w,.

Self-organization procedure is based on the competitive learning
approaches (self-learning), and the procedure begins from the initializa-
tion of network synaptic weights, selecting usually sufficiently ran-
domly, at that preferably, for each of neurons the normalization condi-
tion is performed

) = *" (R)x () = |w, ()| = w (R)w,(k) = 1. (2)

The goal of this paper is introducing to the self-organizing process
the fourth stage — fuzzy inference, which allowed in on-line mode to
classify data (in the context of conventional SOM — LVQ architecture),
belonging to several clusters at the same time.

2. SOM learning algorithm

The competition process is started to analysis of current pattern

x(k), which is fed to all neurons of Kohonen’s layer from receptive

(zero) layer. For the each neurons the distance is computed in form
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D(w,(k), x(k)) = |x(k) — w, (k) (3)

at that, if inputs and synaptic weights are normalized accordingly (2)

and Euclidian metric is used as distance, than the proximity measure

between the vectors w;(k) and x(k) can be inner product in form

wJT (R)x(k) = y,;(k) = cos(w,(k), x(k)) = cos0,(k). (4)
Using relation (4), we can replace metric (3) to more simple con-
struction, referred to as a measure of similarity [3]
Y(w,(k), x(k)) = max {0, cos(w, (%), x(k)} = max {0,cos0,(k)}.  (5)
Further we define neuron-winner that is the most similar to the in-
put vector

Y(w; (k), x(k)) = max (w, (), x(k)) , (6)
after that, temporarily omitting the stage of cooperation, tuning of syn-
aptic weights using WTA self-learning rule is realized in form

w; (k) + n(k)(x(k) — w; (k)), if j— th neuron
w,(k +1) = {won in the competition, (7
w;(k) otherwise.
Requirement of monotonic decreasing of the parameter 7(k) leads
to expression in form
n(k) = (k) , (k) = ar(k —1) + |x(k)

One of the SOM features is the presence of cooperation stage in the

2

,0<a<l. (8)

self-learning process, when neuron-winner defines local domain of topo-
logical neighbourhood, in which is trained not only himself, but and his
nearest environment, at that neurons, that are more close to winner, ad-
justs their weights more than a remote. This topological domain is de-

fined by neighborhood function ¢(/,p), which depends from distance
D(w;(k),wp(k)) between winner w:(k) and any of Kohonen’s layer neu-

rons w,(k), p=1L2,...,m and some parameter o, which sets its width.

Using of neighborhood functions leads to the self-learning rule in
form

w,(k+1) =w, (k) +nk)e(j, P)x(R) —w,(B), p=12,...m,  (9)

which minimizes criterion
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B =60, pxr) — (10)

of produced criterion “Winner Takes More” (WTM) type.
The necessity to maintain of condition (2) leads to the expression in
form

w, (k) + n(k)e(, P)x(p) —w, (k)

, p=L12,...,m,
|w, (&) + n(RYe (i, PYx(P) — w, () (11)
nk)y=r'(k), rk)=ar(k—1)+1,0<a<1.

w,(k+1) =

In many real tasks clusters can overlap. In this case vector x(k)

with proportional membership level COSQJ.(k) belongs j-th cluster, and

with proportional level cosf, (k) - to p-th one. Synaptic weights, which

situated in crosshatched region, don’t have relationship to the pattern
x(k) according to (5).
Using similarity measure, we can introduce the membership esti-

mate of pattern x(k) to j-th class in form:

0 < g, g (x()) = o EREED (12)

>, (k), x(k))

Learning vector quantization neural networks in contrast to self-
learning SOM adjust their parameters based on external learning signal

(reference signal), which fixed the membership of each pattern x(k) to
one or another class. The mean idea of LVQ neural network is the possi-
bility of compact representation of large data sets in the form of re-

stricted prototypes set, or by centroids wj(k), j=12,...,m, which good

enough approximate the initial space X .
For each normalized according to (2) input vector x(k) the neuron-

winner is defined, in which the synaptic weights W;(k) correspond to the

prototype of the certain class. In other words, winner is neuron with
minimal distance to the input vector (9) or, which is the same, with
maximal similarity measure (6).

Since the learning is controllable (with supervisor), than member-

ship of the vector x(k) to specific domain X, of the space X is known,
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that allow to consider two typical situation occurring in the trained lin-

ear vector quantization:

- the input vector x(k)and neuron-winner wj.(k) belong to the same
cell of Voronoy [2];

- the input vector x(k) and neuron-winner wj.(k) belong to the dif-

ferent cells of Voronoy.
Than corresponding learning LVQ-rule can be written in form:

[ w] (k) + n(R)(x(k) — w] (k)
|w; () + n(E) () — w] (R))
belong to the same cell,

w; (k) — n(k)(x(k) — w; (k)
] () — i) ae(e) — w] ()
belong to thedifferent cells,

,if x(k) and w;(k)

w,(k+1) =

,if x(k) and w; (k) (13)

w; (k) for neurons, which are not won in instant k.

If the first and third expression of formula (13) are completely
identical to WTA - self-learning algorithm, than it should be stayed
more details on “push” procedure (second expression of formula (13)).

Let’s considered to situation, when neuron Wj.(k) won in competi-
tion, although presented vector-pattern x(k) belongs to the class with

centroid w,(k), and neuron w;(k) didn’t win in competition. Naturally
it is necessary to «push» vector W:(k) so, that x(k) was equidistant

from W;(k) and from w, (k).

For that, without comments, we make to the elementary transfor-
mation over the expression in vector form:

w,(k +1) = w) (k) — n()Gx (k) — w; (k)), (14)
x"(B)w,;(k +1) = x" (B)w; (k) — 1(k) Hx(k)H2 —n(k)x" (R)yw; (k), (15)
cos(w, (k + 1), x(k)) = cos(w (k), x(k)) — n(k)(1 + cos(w (k), x(k))) (16)

at that, for providing condition
cos(w;(k + 1), x(k)) = cos(w, (k), x(k)) (17)

it is necessary to set 1n(k) in form
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cos(w;(k), x(k)) — cos(w, (k), x(k))

cos(w; (k), x(k)) + 1 N
cos(w;(k), x(k)) — cos(w, (k), x(k))
cos(w;(k), x(k)) + cos(x(k), x(k)) -
cos 0, (k) —cost, (k) x"(B)w; (k) — x" (B)w, (k)

cos (k) +1 x" (Ryw; (k) — x" (k)x(k) ’

n(k) =

(18)

3. Compatible learning of SOM and LVQ

In the enough wide class of Data Mining tasks, for example, which
are connected to the medical diagnostics, in table «object-properties» for
part of the features vectors x(k) the diagnosis is known, and for some
one is or ambiguous, or nonunique, or not defined at all. In this case it
is possible to tune the synaptic weights with unified architecture with
lateral connections using different learning methods. Each of such
learning methods initializes according to level of apriori information
about membership or not membership x(k) to one or another class.

As a result general learning and self-learning algorithm can be
written in form:
w; (k) + n(k)(x (k) — w; (k))
0] () + ) (R) — w] (k)|

w; (k) — n(k)(x(k) — w; ())
‘w;(k) — n(k)(x(k) — w; (k))
w,;(k +1) = {belong to thedifferent cells, (19)

{1, if the network works in supervised model,

,if x(k) and w; (k)

L ‘

L .
0, otherwise,

w;(k) for neurons, which are not won in instant k.

Conclusion

The combined self-learning procedure for Kohonen neural network
is proposed. Such method allows data processing under the overlapping
classes condition, when memberships of training data to specific classes
can be unknown at all, and have both crisp and fuzzy nature. This
method is based on using similarity measure, recurrent optimization and
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fuzzy inference and differs with high speed, possibility of operating in

on-line mode and simplicity of computational realization.
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A.A. Didyk

BRIEF OVERVIEW OF ANOMALY DETECTION METHODS

Abstract.In the paper problem of anomaly detection and its features in
different application domainsare considered, general statement of the problem is
performed. Brief overview of existing anomalydetection methods is made, their
advantages and disadvantages are discussed. Based on the overview conclusions
about given problem domain state of artare made .

Introduction

Anomaly (from Greek — anomalia) — it is a divergence from a norm
or a common pattern, abnormality [4]. Within a context of this article,
anomalies are considered as the data instances non corresponding to a
normal, e.g. taken for a norm, model of a process or a system.
Correspondingly, anomaly detection is a process of detecting such
anomalous instances in the examined set of data.

The need to detect anomalies exists in a wide range of application
domains, such as banking (detection of credit card fraud), computer
security (Intrusion Detection System), medicine (detection of data
corresponding to any disease in results of medical examinations) and
many others [31]. Thus, the topicality of anomaly detection stems from
the fact that the presence of anomalies in data correspondsto extremely
important and often critical information.

Distinctive features of the anomaly detection problem to be solved
in a specific application domainare determined by the following factors
[31]:

1. The nature of the analyzed data (attributes of what type
describe the instances of data).

2. The availability of a training sample (whether it is possible to
use supervised learning or not).

3. The type of anomalies (point, collective, contextual ones).

4. Type of output (designation of the class, to which the analyzed
data belong, or anomaly scores of these data).

Statement of the anomaly detection problem

As mentioned above, anomalies areinstancesof data that do not
correspond to a normal model of a process or a system. Accordingly, in

© Didyk A.A., 2012
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general,the approach to solving of the anomaly detection problem lies in

separation of a zone in the future space containing data that correspond
to the normal model. Copies of the data that do not fit into the normal
zone are anomalous.

Therefore, in general terms the problem of anomaly detection can
be considered as a binary classification problem, referring to the
category of machine learning problems or learning by precedents.
However, traditional classification methods require that the training set
of data contains elements of both normal and anomalous class. But as
practice shows, the most frequent is the statement of an anomaly
detection problem with a training set consisting only of normal data.In
this case, the direct use of traditional classification methods is not
possible. There are also a number of application domains in which for a
number of specific reasons it is impossible to obtain a training setof
data. In such cases, the problem of anomalydetection should be regarded
as the problem of automatic classification.

We shall consider the general approach to solving of the anomaly
detection problem for the case when a training set contains only normal
instances of data. At the first stage, a stage of training, it is necessary
to obtain a classifying function or a classifier being able to distinguish
effectively between normal and anomalousinstances of data that will
later be supplied to its input.A learning algorithm is applied which is to
detect general dependences, patterns, relationships in a training set of
data, which are to be recorded as a model of identified dependences.
This model, in fact, approximates a normal model, which is described by
the data from a training set. The classifier to be used at the second
stage is created based on the model obtained.

In the second stage,a classifier analyzes the data supplied to its
input. If the incoming instance of data corresponds to a normal model,
it is decided that this instance is normal. In the opposite case, it is
considered anomalous.

A brief overview of existing anomalydetectionmethods

The following are the main classes of methods developed for solving
the problem of anomaly detection in various application domains.

Methods based on neural networks[11, 13, 30, 32, 8]. The operation
of the methods of this class consists of the stages of training and
testing of the classifier, i.e. neural network. At the first stage,a neural
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network, analyzing training set of data , generates a normal model. At

the second stage, each instance of data from a test set is supplied to the
input of a neural network. If a network accepts the test data, they are
recognized as normal. If the network rejects them, they are recognized
as anomalous.

Methods based on Bayesian networks[7, 14, 24, 33].In general, the
operation of methods of this class lies in estimating of the posterior
probability of belonging of a test data instance to a normal or anomalous
class.An object is placed to the class for which the posterior probability
is maximal.

Methods based on support vector machine[12, 25, 20, 19]. Methods
of this class are based on the construction of the dividing surface to
discriminate a zone in feature space, containing the data from a training
set. If an instance of data from a test set is within the formed zone, it is
recognized as normal, otherwise it is considered anomalous.

Methods based on a system of rules [29, 28, 21].Anomaly detection
methods of this class use inference mechanismof a system of rules,
which is a normal model. An instance of data from a test set, not
covered by any rule of the system, is regarded as anomalous. This class
also includes a method of association rule mining, which belongs to the
category of unsupervised learning. At one of the method stages
generating offrequent data subsets is performed. Data subsets with a
low occurrence rate are considered anomalous.

Methods of “nearest neighbor”[36, 17, 23, 27].The basis of these
anomaly detection methods is the assumption that normal instances of
data have in their immediate environment a large number of neighbors,
and anomalies are located at a considerable distance from their
neighbors.

Methods based on data clustering [35, 5, 22]. Cluster analysis
methods are used to split data sets into subsets called clusters, so that
instances of data within the same cluster were maximally similar and
those in different clusters differed significantly. Anomaly detection
methods based on clustering may in turn be divided into three
categories.

The methods of the first category suggest that normal instances of
data belong to some data clusters, while anomalies do not.
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Methods of the second category suggest that normal instances of
data are located near the center of mass of the nearest cluster, while

anomalies are a significant distance away.

The operational principle of the methods of the third category is
based on the hypothesis that normal instances of data belong to large
clusters with a high data density, while anomalies either belong to small
clusters or to discharged ones.

Statistical methods[1, 34, 15, 6, 18]. The anomaly detection
methods of this class are based on the hypothesis that normal instances
of data occur in a high probability area of the stochastic model of data,
and anomalieson the contrary, in the area of low probability.

Statistical methods build a statistical model to a training data
setforits further usage to define whether a new instance of data
corresponds to this model or not. Instances that correspond with high
probability to the resulting statistical model are considered as normal.
Instances belonging to this model with a low probability, are recognized
as anomalies. To construct statistical models parametric and
nonparametric methods are used. For parametric methods to operate a
priori information about the general probability distribution of the
original dataset is needed. For nonparametric methods such a priori
information is not needed.

Methods based on transformation of the feature space[16, 3, 2, 9,
26, 10]. Methods of this class perform various transformations of
feature space aimed, firstly, to reduce its dimension, and secondly, to
improve its information capability, i.e. normal and anomalous instances
of data in this space will differ substantially from each other and,
therefore, anomalousinstances can be easily identified.

For example, the methods of this class are information-theoretic
methods and methods of multifractal analysis. Information-theoretic
anomaly detection methods analyze the information content of the
dataset, which can be characterized by such values as Kolmogorov
complexity, entropy, relative entropy, etc. Multifractal analysis methods
treat the data set as a multifractal set and analyze changes of
characteristics such as fractal dimension, Hurst exponent, Gelder
exponent, the Renyi spectrum of fractal dimensions, multifractal
spectrum etc. These methods operate on the basis of the hypothesis that
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the anomalies in data cause the violation of their information content

and their multifractal structure.

In the table 1 some advantages and disadvantages of anomaly

detection methods described are given.

Table 1

Advantages and disadvantages of anomaly detection methods

Advantages

Disadvantages

Methods based on neural networks, Bayesian networks, support vector

machine, a system of rules (methods of multiclass classification)

- These methods related to the
category of classification methods
have many implementations,
capable to solve the problem of
classification with high speed and
of

availability of training data for

quality upon condition

both normal and anomalous class.
- The advantage of the methods

based

namely, a

on Bayesian networks,

naive Bayesian
classifier, is a need for a small
amount of data required for its

training.

- They need a data set for their
training, containing data instances
of both normal and anomalous
class. This condition is difficult to
fulfill for a number of application
domains.

- Algorithms realizing anomaly
methods  based
methods designate
each test instance of data with a
label of the class to which it

belongs. This is a disadvantage in

detection on

classification

cases where upon the conditions of
the
output of the algorithm it is

application domain at the

necessary to get the rating of
abnormality (anomalous scoring) of
each instance of data.

- Methods of
classification are hardly acceptable

multi-class

for dynamic application domains in
which the concept of "anomalous™
is a subject to frequent changes. In
this case, it is necessary to update
the of data and
conduct retraining to keep the

training set

anomaly detection system up-to-
date.
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Methods of “nearest neighbor”

- Can operate in the mode of
both unsupervised learning, in the
absence of a training set, and in
the of
learning when

mode semi-supervised

only a mnormal
training set is available.

- Easily adaptable to the data of
different nature through the use of
appropriate measures of distance

(similarity).

- They
considerable level of errors of the

are subject to a
first and the second type, if the
structure of a data set analyzed
does not correspond to the base
hypothesis, stating that normal

instances of data have in their

immediate environment a great
number of neighbors, and
anomalies are located at a
considerable distance from their
neighbors.

- They possess a low level of
of
distance (similarity) chosen does

effectiveness, if a measure
not correspond to the nature of the
data analyzed. Choosing of suitable
data
such as

measure of distance for
having complex nature,
graphs, time and other sequences
etc. is not a trivial task.

- They possess a relatively low
computational efficiency, as they

require calculating of distance
(similarity) for each pair of data

instances for training or a test set.

Methods based on data clustering

- Can operate in the mode of
both unsupervised training and in
the mode of partial involving of a
teacher.

- Easily adaptable to the data of
different nature through the use of
suitable clustering algorithms.

- May produce errors of the
first type, if anomalous instances
of data are placed to some cluster
as the result of an algorithm, the
working  hypothesis being an
assumption that normal instances
of data belong to data

and anomalous ones do

some
clusters,
not.
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of
occurring of the first type errors,

- There 1is a tendency
if anomalies in data form relatively
large and dense clusters.

- They possess a significantly
low computational efficiency.

Statistical methods

- Can operate in the mode of
both
supervised learning.

unsupervised and semi-

- Can effectively solve a
problem of anomaly detection only
upon the condition of the analyzed
data

probability distribution law, which

subjecting to a definite

often is not executed in real

application domains, especially for
high dimension data sets.

Methods based on transformation of the feature space

- Can operate in the mode of
both
supervised learning.

unsupervised and semi-

- Can be used independently as
well as preliminary stage of other
for

of

anomaly detection methods
dimension decreasing

multivariate data.

- They possess a high level of
efficiency only upon condition of
of
accepted as working hypothesis in
these
normal instances of data being
different the
feature space. To a large extent the

justification an assumption

methods, anomalous and

in transformed
fulfillment of this condition will
depend considerably on the degree
of information capabilityof a new
feature space obtained by means of
transformation of the initial one.

- Hardly the

of the abnormality
of data
(anomalous scoring).

suitable for
evaluation
degree instances

- Usually possess a low

computational efficiency.
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Conclusions

Based on the overview presented above it is possible to draw the
following conclusions:

1. The anomaly detection problem is of high and frequently of
crucial importance in many real application domains. Therefore, the
topicality of research aimed at its solving is beyond question.

2.Taking into consideration a large number of factor wvalues
forming the characteristics of anomaly detection problem, its statement
in different application domains may differ considerably. It led to
emerging of a great quantity of approaches and methods, solving this
task with variable success.

3. Currently, there is no a unified method or an approach giving an
opportunity to solve this problem successfully in any application
domain. Choosing of the method letting to perform anomaly detection
maximally effectively in each particular case is not a trivial task, which
often turns into attempts to create another new method, surpassing
efficiency of existing analogues and free of their disadvantages.

4. All the above-listed forms an important scientific technical
problem, solving of which will allow to considerably increase the
efficiency of control of systems of different nature.

REFERENCES

1. Aggarwal, C. C. and Yu, P. S. 2008. Outlier detection with uncertain
data. In SDM. 483—493.

2. Agovic, A., Banerjee, A., Ganguly, A. R., and Protopopescu, V.
2007. Anomaly detection in transportation corridors using manifold
embedding. In First International Workshop on Knowledge Discovery
from Sensor Data. ACM Press.

3. Ando, S. 2007. Clustering needles in a haystack: An information
theoretic analysis of minority and outlier detection. In Proceedings
of 7th International Conference on Data Mining. 13—-22.

4. Bol’maB SovetskaB Wnciklopedis: v 30-ti t. - 3-e izd. T. 2: Angola -
Barzas - Moskva: Sovetskas unciklopedis, 1970. - 632 s.

5. Budalakoti, S., Srivastava, A., Akella, R., and Turkov, E. 2006.
Anomaly detection in large sets of high-dimensional symbol
sequences. Tech. Rep. NASA TM-2006-214553, NASA Ames
Research Center.

ISSN 1562-9945 o1



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

Chen, D., Shao, X., Hu, B., and Su, Q. 2005. Simultaneous
wavelength selection and outlier detection in multivariate regression
of near-infrared spectra. Analytical Sciences 21, 2, 161-167.

Das, K. and Schneider, J. 2007. Detecting anomalous records in
categorical datasets. In Proceedings of the 13th ACM SIGKDD
international conference on Knowledge discovery and data mining.
ACM Press.

Diaz, I. and Hollmen, J. 2002. Residual generation and visualization
for understanding novel process conditions. In Proceedings of IEEE
International Joint Conference on Neural Networks. IEEE, Honolulu,
HI, 2070-2075.

Dutta, H., Giannella, C., Borne, K., and Kargupta, H. 2007.
Distributed top-k outlier detection in astronomy catalogs using the
demac system. In Proceedings of 7th SIAM International Conference
on Data Mining.

10.Didyk A.A. Formirovanieprostranstvapriznakovdls raspoznavaniB

11

12.

13.

14

92

anomalijsetevogotrafikasispol’zovaniemmetodovmul’tifraktal’nogoanal
iza / Mnduktyvnemodelsivanns skladnyhsystem.
Zbmrnyknaukovyhprac’— Kyiv: Mwmnarodnyjnaukovo-naval’nyjcentr
mnformacmjnyhtehnologmjtasystemNANtaMONUkrainy, 2009. - s.
44-53.

.Hawkins, S., He, H., Williams, G. J., and Baxter, R. A. 2002.
Outlier detection using replicator neural networks. In Proceedings of
the 4th International Conference on Data Warehousing and
Knowledge Discovery. Springer-Verlag, 170-180.

Hu, W., Liao, Y., and Vemuri, V. R. 2003. Robust anomaly
detection using support vector machines. In Proceedings of the
International Conference on Machine Learning. Morgan Kaufmann
Publishers Inc., San Francisco, CA, USA, 282—-289.

Jakubek, S. and Strasser, T. 2002. Fault-diagnosis using neural
networks with ellipsoidal basis functions. In Proceedings of the
American Control Conference. Vol. 5. 3846—-3851.

.Janakiram, D., Reddy, V., and Kumar, A. 2006. Outlier detection in
wireless sensor networks using bayesian belief networks. In First
International Conference on Communication System Software and
Middleware. 1-6.

ISSN 1562-9945



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

Kadota, K., Tominaga, D., Akiyama, Y., and Takahashi, K. 2003.
Detecting outlying samples in microarray data: A critical assessment
of the effect of outliers on sample classification. ChemBio
Informatics 3, 1, 30—45.

Keogh, E., Lonardi, S., and Ratanamahatana, C. A. 2004. Towards
parameter-free data mining. In Proceedings of the 10th ACM
SIGKDD international conference on Knowledge discovery and data
mining. ACM Press, New York, NY, USA, 206-215.

Kou, Y., Lu, C.-T., and Chen, D. 2006. Spatial weighted outlier
detection. In Proceedings of SIAM Conference on Data Mining.
Kruegel, C. and Vigna, G. 2003. Anomaly detection of web-based
attacks. In Proceedings of the 10th ACM conference on Computer
and communications security. ACM Press, 251-261.

Lazarevic, A., Ertoz, L., Kumar, V., Ozgur, A., and Srivastava, J.
2003. A comparative study of anomaly detection schemes in network
intrusion detection. In Proceedings of SIAM International
Conference on Data Mining. STAM.

Ma, J. and Perkins, S. 2003b. Time-series novelty detection using
one-class support vector machines. In Proceedings of the
International Joint Conference on Neural Networks. Vol. 3. 1741—
1745.

Mahoney, M. V., Chan, P. K., and Arshad, M. H. 2003. A machine
learning approach to anomaly detection. Tech. Rep. CS—2003-06,
Department of Computer Science, Florida Institute of Technology
Melbourne FL 32901.

Pires, A. and Santos-Pereira, C. 2005. Using clustering and robust
estimators to detect outliers in multivariate data. In Proceedings of
International Conference on Robust Statistics. Finland.

Pokrajac, D., Lazarevic, A., and Latecki, L. J. 2007. Incremental
local outlier detection for data streams. In Proceedings of IEEE
Symposium on Computational Intelligence and Data Mining.
Siaterlis, C. and Maglaris, B. 2004. Towards multisensor data fusion
for dos detection. In Proceedings of the 2004 ACM symposium on
Applied computing. ACM Press, 439-446.

Song, Q., Hu, W., and Xie, W. 2002. Robust support vector machine
with bullet hole image classification. IEEE Transactions on Systems,
Man, and Cybernetics — Part C:Applications and Reviews 32, 4.

ISSN 1562-9945 93



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

26.

27.

28.

29.

30.

31.

32.

33.

34.

35.

36.

o4

Sun, J., Xie, Y., Zhang, H., and Faloutsos, C. 2007. Less is more:
Compact matrix representation of large sparse graphs. In
Proceedings of 7th SITAM International Conference on Data Mining.
Sun, P. and Chawla, S. 2006. Slom: a new measure for local spatial
outliers. Knowledge and Information Systems 9, 4, 412-429.

Tan, P.-N., Steinbach, M., and Kumar, V. 2005. Introduction to
Data Mining. Addison-Wesley.

Tandon, G. and Chan, P. 2007. Weighting versus pruning in rule
validation for detecting network and host anomalies. In Proceedings
of the 13th ACM SIGKDD international conference on Knowledge
discovery and data mining. ACM Press.

Thompson, B., II, R. M., Choi, J., El-Sharkawi, M., Huang, M., and
Bunje, C. 2002. Implicit learning in auto-encoder novelty
assessment. In Proceedings of International Joint Conference on
Neural Networks. Honolulu, 2878—-2883.

Varun Chandola, Arindam Banerjee, and Vipin Kumar. Anomaly
Detection: A Survey // ACM Computing Surveys. — 41 (3). — ACM
New York, 2009.

Williams, G., Baxter, R., He, H., Hawkins, S., and Gu, L. 2002. A
comparative study of rnn for outlier detection in data mining. In
Proceedings of the 2002 IEEE International Conference on Data
Mining. IEEE Computer Society, Washington, DC, USA, 709.

Wong, W.-K., Moore, A., Cooper, G., and Wagner, M. 2003.
Bayesian network anomaly pattern detection for disease outbreaks.
In Proceedings of the 20th International Conference on Machine
Learning. AAAI Press, Menlo Park, California, 808—-815.

Ye, N. and Chen, Q. 2001. An anomaly detection technique based on
a chi-square statistic for detecting intrusions into information
systems. Quality and Reliability Engineering International 17, 105—
112.

Yu, D., Sheikholeslami, G., and Zhang, A. 2002. Findout: finding
outliers in very large datasets. Knowledge And Information Systems
4, 4, 387-412.

Zhang, J. and Wang, H. 2006. Detecting outlying subspaces for
high-dimensional data: the new task, algorithms, and performance.
Knowledge and Information Systems 10, 3, 333—355.

ISSN 1562-9945



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

UDK 621.39
V. Gnatushenko, Danladi Ali, V.A. Tutyk

SIMULATION PROCESSES AND PERFOMANCE
ANALYSIS OF ROUTING PROTOCOL IN CORPORATE
NETWORK

Abstract. It is created simulation model of the corporate network MANET with
routing protocol based on the GRP. It is illustrated the effectiveness of the protocol
for transmission of multimedia traffic.

Key words: protocol, routing, MANET.
Statement of the problem

The most important condition for improving the competitiveness
of enterprises is the introduction of modern information technology
(IT). To improve the quality of products and services in the business ac-
tively implemented corporate information systems. The most important
element of the IT infrastructure of corporate networks are designed to
ensure interoperability of various applications of information systems.
The need to provide quality service modern traffic transmitted over IP-
based networks, makes high demands on the efficiency of the transmis-
sion of data packets from the sender to the recipient. The task of rout-
ing in enterprise networks is solved under the condition that the short-
est route, which would ensure transmission of packets in minimum time
depends on the network topology, bandwidth and load lines. Network to-
pology changes as a result of the telecommunications system by connect-
ing new nodes and links.

Application of new promising approaches is relevant to the task of
routing, for function can improve the quality of corporate network by
reducing the complexity of constructing optimal routes.

Analysis of recent research

Today science direction in the field of telecommunication systems
with variable topology networks is intensively developed. Such systems
are called MANET (Mobile AD hoc Networks) [1]. In [2] proposed a way

© GnatushenkoV., Ali Danladi, TutykV.A., 2012
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to expand the range of scenarios in which the work of routing protocol

is effective for transmission of multimedia traffic.
The wording of the purposes of Article (problem)

Objective is to develop a simulation model of a network using
MANET routing protocol GRP and study its properties in the transmis-
sion of multimedia traffic.

The main part

MANET (Mobile Ad hoc Network) - wireless decentralized net-
works, that self-organize and consist of mobile devices. Each device can
independently move in all directions and as a result often terminate and
connect to other mobile nodes. Decentralized wireless networks do not
have a permanent structure. Client devices are connected "on the fly",
forming a network with random (ad-hoc) topology. Each node of the
network tries to send data administrated to other nodes. However, de-
termining which node to forward the data is make dynamically based on
network connectivity. Minimal configuration and quick deployment
permit to use self-organizing network in emergency situations, during
the fight and in other situations where there is no pre-deployed commu-
nications infrastructure [3-4].

One of the problems of realization of class MANET networks is to
ensure efficiency, safety and reliability of data at the time when ran-
domly changing physical network topology. At the transport level Open
Systems Interconnection model (OSI) protocol is based transmission con-
trol data - transport mechanism of streaming data from the previous in-
stallation of the connection. The protocols of the transport level proto-
cols provide higher levels of work up to the application. Therefore, reli-
able delivery protocols necessary for the work of many networking ap-
plications, such as network file services, messaging services, hypertext
transfer services and others that are also used in MANET. However, re-
strictions imposed by network MANET, do not allow the use of existing
Transmission Control Protocol data [5-8], calculated on a stable network
topology [9, 10].
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Choice of routing protocol makes a significant impact on the effi-

ciency of the network organization and presents an important task for
the network administrator. There are factors that significantly influ-
enced on the choice of routing protocol: congestion of network topology
and complexity of network reliability requirements, requirements for
the protection of the network, compatibility of routing protocols (in
combination with other segments of the network), the ability of software
routers, qualifications of staff.

IEEE 802.11 - the original standard for wireless local networks
based on wireless transmission of data in the range of 2.4 GHz, supports
data transfer speeds of up to 1.2 Mbit / s. Standard 802.11b (MANET)
increases after the 802.11a data rates up to 11Mbps on the same line 2.4
GHz band [11]. It uses an access method CSMA CA, which helps avoid
the problems associated with the sensitivity of the routing path, and
method of forming a broadband radio signal DSSS (Direct Sequence
Spread Spectrum).

In this paper a special routing protocol GRP (Geometry based
Routing Protocol, routing protocol based on the relative position of
nodes) is used. It is based on which simulated in the environment of
OPNET quantity deleted, copied and created packet delay in the net-
work, routing traffic sent and received. It was analyzed the different
metrics to evaluate the performance of the protocol:

- capacity: the total amount of traffic passing through the node;

- the share of delivered packets: the number of received packets
divided by the number of sent packets;

+ delay: delay from end to end.

In the GRP is required to maintain the routing table before or
during the transfer process. In addition, GRP offers a number of advan-
tages over ad-hoc routing. This protocol of forwarding packets allows to
adapt to topology changes: the alleged select the next node, if an inter-
mediate, which was used in previous packages are unavailable. This ap-

proach does not require the support of the routing table, but informa-
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tion about the topology of placing nearest neighbor without routing

[12]. Routes can be changed from node to node and from package to
package by considering parameters QoS, relating to the transition to the
next neighbor or delay and throughput. One of the major drawbacks of
this protocol is the difficulty and expense required for maintenance of
local distributed database services. However, services cannot be fully
shared routing as well as the location of nodes and data is an integral
part of distributed traffic information and mobile sensor networks used
for control and monitoring applications. For example, the possibility of
sending unaddressed and multicast messages to a specific user geo-
graphic areas.

The network consists of N mobile nodes randomly distributed in X
* Y rectangular area involving wireless communication line. In this pa-
per, the simulated performance units based GRP routing protocol and

analyzed using the process model, network model and node (Figure 1-3).
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Figure 1 — The model of network
There were used the following parameters in simulation wireless
MANET:
« transmission range - 100 m,
« data rate - 11 Mbit / s,
+ simulation time - 1 hour

+ the number of units - 12

58 ISSN 1562-9945



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »
- field size - 100 x 100 m
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Figure 3 — The model of process of traffic transmission
Figure 4 is represented delay in network by using GRP routing (x-
axis - time in minutes, y-axis - the delay in nanoseconds): red tagged re-

ceived traffic (pkts/sec), and green - traffic sent (pkts/sec).
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Figure 4:a — End-to-end delay,
b - transmission delay of packet traffic
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DC offset in GRP MANET routing traffic in the network is nota-

ble (Fig. 5). GRP traffic is measured in packets/second, where the total

received traffic represented in bits/second. Posted in MANET traffic is
given in bits/second and packets/second. You can see that there is no

jump in the transmission of information flow in the network.
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Figure 5 - Input and output traffic based on protocol GRP
in MANET network
Conclusions and recommendations for further research

Simulation results demonstrate high performance GRP protocol
for total delay sent and received traffic routing input and output traffic
bagged, the creation, adoption and destruction packets. Our further re-
search will focus on determining the effective parameters MANET-
network, including its bandwidth, using other routing protocols such as
DSDV.
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0.V. Kasitskij, P.I. Bidyuk, O.P. Gozhij

APPLICATION OF EXPECTATION MAXIMIZATION
THEORY TO SOLVING THE PLOBLEM OF SEPARATION
THE MIXTURE OF GAUSSIANS

Abstract.The paper is directed to the study of computationally effective
algorithm of modeling and forecastingof optimization type. An analysis is given for
the method of Expectation Maximization (EM algorithm), its advantages and
disadvantages are considered. A derivation of the algorithm and its detailed
description are provided. Some recommendations are given regarding parameter
tuning for the algorithm developed. The work highlights a technique for separating
the Gaussian mixture using iterative algorithm based on the EM-theory. The results
of computing experiments for the EM-algorithm are presented using as example
Gaussian mixture separation for two random variables. The conclusions are made
regarding the possibilities of application the technique in different conditions.

Keywords. Gaussian mixture, expectation maximizationchoice of the algorithm
parameters

Introduction

An expectation maximization theory and respective algorithms (EM
algorithm) are used in mathematical statistics for computing of maxi-
mum likelihood estimates of probabilistic model parameters in cases
when the models depend on some non-measurable variables and incom-
plete data. The EM algorithm is functioning iteratively and each itera-
tion includes two basic operations. The expectation step (E-step) is used
for computing an expected value of a likelihood function using current
approximation for non-measurable variables. The maximization step (M-
step) is used for selected model parameter estimation that maximize the
likelihood computed at the previous step (i.e., at E-step).

The EM algorithm is often used for data clustering, machine learn-
ing and in computer vision systems. In the natural language processing
systems the Baum-Welch algorithm is often used which is a special case
of generalized EM algorithm. Thanks to the possibility of its function-
ing in conditions of data loss for some variables the EM algorithm also
became useful for portfolio risks estimation. Also this theory is used in
medical image recognition, especially in the positronemissiontomography
and the single-photonemissioncomputer tomography.

For the first time the iterative procedure like EM algorithm, that

© Kasitskij 0.V., Bidyuk P.I., Gozhij O.P., 2012
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provided a possibility for numerical solution of the likelihood function

maximization in the problem of probabilistic distributions separation,
was proposed in the study [1]. Later on the idea was exploited in the
works [2, 3, 4, 5, 6, 7]. After that it was systematically studied in the
work [8]. The name of EM algorithm was proposed in the work [7], de-
voted to the application of the maximum likelihood approach to the sta-
tistical parameter estimation in conditions of incomplete data.

In the study [7] the concept of EM algorithm was proposed as a
technique for incomplete data processing. This concept is very handy
from methodological point of view and provides a good explanation for
an idea of the method. The concept itself has been accepted in further
analysis of the algorithm.

As a rule EM algorithms are hired for finding solutions of the prob-
lems of two types. To the first type belong statistical problems that are
directed towards analysis of incomplete data, i.e. when some statistical
data cannot be accessed due to quite definite reasons. Another type of
problems create statistical problems that are related to such likelihood
functions that do not allow an application of handy analytical research
techniques but allow serious simplifications if we can add to the problem
additional “non-measurable” (unobserved, hidden, latent) values. Some
examples of the second type problems create the problems of image rec-
ognition and picture reconstruction. A mathematical core of these ap-
plied problems create cluster analysis techniques, classification tasks
and the problems of probabilistic mixtures.

The method of sliding separation of the mixtures is at the basis of
the proposed lately approach to the study of stochastic structure of cha-
otic informational streams in complex telecommunication nets [1, 2].
This approach is based on the stochastic model of the telecommunication
net in the frames of which it is represented in the form of superposition
of some simple series and parallel structures. The principle of maximum
entropy in combination with the limit theorems from probability theory
are naturally leading to the state that the model generates the mixtures
of the gamma type distributions for a parameter that reflects the execu-
tion time (processing time) of a request from the net. The parameters of
the mixture of gamma distributions generated characterize the stochas-
tic structure of informational streams in the net. To solve the problem
of statistical parameter estimation for the mixtures of exponential and
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gamma distributions (in the problem of mixture separation) the EM al-

gorithm modification is used.

To study the changes of stochastic structure of informational
streams in time the EM algorithm is used in the mode of sliding win-
dow. It is very important in the frames of this approach to select an ap-
propriate version of the EM algorithm that provides high execution rate
and handy interpreting of the results achieved. This study considers in
detail some properties of the EM algorithm and its frequently used
modifications and a new approach is proposed directed towards en-
hancement of precision and stability of the EM algorithm and improve-
ment of interpreting of its functioning results when solving the problem
of mixture separation.

The main focus is made here to application of the EM algorithm to
the problem of separation of normal mixtures. The problems of studying
of such mixtures comprise a kernel for the method of volatility decom-
position for financial indexes [3, 4] and turbulent plasma study [5].

In the probability theory the mixture of random variables is defined
as a probabilistic distribution of random wvariable the values of which
can be extracted from one of the subordinated probabilistic distribu-
tions.

The mixtures of distributions allow to represent complex distribu-
tions in the form of simpler ones, and they are used thanks to the fact
that they describe well a large number of data samples from real life
problems, and thanks to the easy processing of the mixture components.

Consider a set of points in the plain presented in Fig. 1. For sim-
plicity of representation the points are shown in the plain though the
theory given below is consistent with the sets of points of any finite di-
mensionality.

The points in the picture seem to be grouped in clusters. One clus-
ter to the right is noticeably separated from the others. Two more clus-
ters to the left are disposed close to each other and it is not quite clear
if it is possible to correctly put a separating line between them.

The problem statement for separating a mixture of distributions

The problem of distribution mixture separation could be defined as
follows. Consider a set of N points in D-dimensional space,
X1,X5,..., Xy, and the family F of probabilistic densities in the space

; it is necessary to find a probabilistic density f(x)e€ F such, that
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the probability of generating the set of points,x,, x,, ..., x,,, from this

density will be maximum. One of the often used approaches to defining
a family of distributions is in providing all of its members with the
same mathematical form, and to distinguish them with different values
of parameters 6.

Figure 1 —300 points on the plain

Parametric model

In the following we will be considering the functions, f(x, that

represent the mixtures of normal distributions:

K
FGu0) = ) pegxmeos),
k=1
where

: 1 _g(llx—mzll)2
xX;mpog,) = ——e ' %k
g k k) (mUk)D

is a density of distribution for normal D —dimensional isotopic
Gaussian random value; 6 = (0,6, ....0k) = ((pr.mq, a1), ..., (Px, m3) is
K(D-dimensional vector that includes the probabilities of mixing
P> mathematical expectations m,, and standard deviations o, that be-

long to the K Gaussian distributions.
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The density of each distribution, integrated over the space R”,
gives a unity:

jpg(x;mkak)dx =1;
R

Here is a density function of probabilistic distribution, that is

why should also integrate to unity:

fRDf(x,S)dx = fRDZ;
Jop ZE_ Peg( myor) dx = X5_ by [

Elepk fRDg'

Thus, sum of the numbers , is a unity. It should also be noticed
that the numbers are nonnegative (because the function is

nonnegative). This fact explains why the numbers p, are called the

probabilities of mixing.
The generative model

The Gaussian mixtures have been studied well enough in direction
of modeling the cluster points: each cluster is assigned to Gaussian with
mathematical expectation somewhere in the middle of a cluster, and
standard deviation that in some manner describes divergence of a clus-
ter points.

Another view on this modeling problem is that the points in Fig. 1
could be generated through repetitive execution of the two-step proce-

dure given below N times, with one run for each point, x,:

1. Generate a random value from the set {1,2,..,K} in a way
that the probability of getting k-th value is p,. This provides a
possibility to select a Gaussian from which will be generated the point
Xpe

2. Generate random vector x, from the £k-th Gaussian

distribution that is defined by the function g(x;m;a).
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Due to the fact that the defined above family of Gaussian mixtures
is parametric, the problem of density estimation could be defined more

exactly as a problem of finding the parameter vector & such, that the

mixture function f(x,0) is generating the set of points x, with maxi-

mum probability.
It is still necessary to establish what means “with maximum prob-
ability”. That is, it is necessary to find the function L(, that meas-

ures the likelihood of some definite model with condition that the set of
random values is available.
Maximum likelihood approach
Now apply the method of maximum likelihood. The probability of

getting the point (value) in a small volume of dx near the point x is
equal to the value of f(x,0)dx. If the points x, are generated inde-

pendently, the probability of getting N points will be defined by the ex-
pression: f(x1,8)dx ... f(xy,. The volume dx is a constant, so it can

be ignored in the process of maximizing the probability. Thus, the like-
lihood function can be written as follows:

The parameter estimation problem is formulated in the following
way:

6 = argmax L(X;0).

Determining the probabilities

To continue the problem solving it is useful to introduce the fol-
lowing function:

This expression is needed for determining the mixture density. It
was assumed in the definition of the likelihood function, L(X;0), that

generating of the k-th component from generating model is independent

on generation of the value x, from definite component. It follows from
this fact that q(k,n)dx is full probability of generating the component
k; and the value of x, is generated by making use of this component.

The problem solution
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As it is shown in [6], the problem under consideration has the fol-
lowing solution:

; (1)

¢ (2)

(3)

The first two expressions we can understand on intuitive level as
far as and are sample mean and standard deviation, respectively.

They are weighted with conditional probabilities that the points (values)
were received with the model k. The third equation for mixing the prob-
abilities is not so obvious though not complicated for understanding as

far as p, could be found as a sample mean for conditional probabilities,

p(kln).

An iterative procedure construction

The equations (1) — (3) are closely connected with each other due to
the fact that conditions p(k|7n) in the right hand side depend on all

variables in the left hand side of other equations. Because of this reason
the system (1) — (3) cannot be solved directly. However, the EM algo-
rithm provides a possibility to construct an iterative procedure for solv-
ing the problem.

The algorithm implementation

To perform the computational experiments the EM algorithm was
implemented on the basis of equations (1) — (3). As an estimate for clus-
tering quality the following quadratic criterion was hired:

Eps = %Zle(mk - m::)

Consider the quality of separation of two Gaussians with unity
standard deviation, o, =0, and with mathematical expectations,

m, = —m,the sample size was selected at 1000000.

68 ISSN 1562-9945



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

Table 1
Results of EM algorithm application to mixture separation

No a Eps

1 1024 1.36e-6
2 256 3.99e-6
3 64 5.09e-6
4 16 6.82e-7
5 4 1.80e-6
6 1 4.04e-6
7 0.25 6.21e-5

Asitcanbeseenfromthetable 1, thequalityoftheEMalgorithmapplica-
tion for separating the mixtures of random variables remains quite ac-
ceptable even in the case when the distance between mathematical expec-
tations is less than standard deviation. Now consider in some detail the
values of a that are less than 4.

Table 2

EM algorithm application in cases when a <4

No a Eps

1 4 1.37e-6

2 2 1.13e-5

3 1 1.39e-5

4 S 1.13e-4

5 j 1.34e-3

6 1/8 3.66e-3

7 1/16 3.15e-3

The computational results, given in table 2, show that the algo-
rithm used is performing worse when the distance between mathematical
expectations of the distributions selected is less than three standard de-
viations what is easily explained by the three sigma rule. However, even
in these cases the quality criterion is changing slowly and the conver-
gence time of the algorithm is growing exponentially.

Conclusions

The paper provides a theoretical analysis of the target sphere of

application of the EM theory. The formal problem statement was per-
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formed and the method of its solving was considered in necessary detail.
The ideas behind the EM theory are presented and a theoretical substan-
tiation for the EM algorithm is given, including the problem of its con-
vergence.

The notion of random variables mixture was introduced and the
problem of the mixture separating was formulated. The parametric
model for the problem is presented. Also an equivalent generative model
is given that was used for constructing the algorithm for generating the
Gaussian mixture of appropriate dimensionality. An iterative procedure
for solving the problem of Gaussian separation was presented on the ba-
sis of EM theory.

The computational experiments performed showed that the EM al-
gorithm was functioning a little worse when the distance between the
mathematical expectations of the distributions used was less than three
standard deviations what is explained easily by the three sigma rule. At
the same time the quality of the distributions separation remained at ac-
ceptable level.

In the future research it is necessary to study the possibilities for
effective implementation of the EM algorithm based on modern distrib-
uted and multiprocessor computer systems.
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APPLICATION OF CLONAL NEGATIVE ALGORITHM TO
CANCER CLASSIFICATION WITH DNA-MICROARRAY
DATA

Abstract. In the paper, a classification method is proposed. It is based on
Combined Clonal Negative Selection Algorithm, which was originally designed for
binary classification problems. The accuracy of developed algorithm was tested in an
experimental way with the use of microarray data sets. The experiments confirmed

that direction of changes introduced in developed algorithm improves its accuracy in
comparison to other classification algorithms.

Key words: Negative Selection Algorithm, Clonal Selection Algorithm, Classifier,
DNA-Microarray Data, Principal Component Analysis, Wavelet transformation, Feature
reduction, Feature selection.

1.Introduction

DNA microarray technology, introduced in 1995-1996, allows the
measurement of thousands of gene expression values simultaneously,
providing insight into the global gene expression patterns of cells (tis-
sues) being studied [1,2,3]. Despite the need for further technological
developments with microarray assays [4], the approach remains powerful
for studying the myriad of transcription-related pathways involved in
cellular growth, differentiation, and transformation in various organ-
isms. In particular, the ability to measure thousands of gene expressions
simultaneously using DNA microarrays has made it possible to investi-
gate genome-wide objective approaches to molecular cancer classifica-
tion[5].

Empirical microarray data produce large datasets having expres-
sion levels of thousands of genes with a very few numbers (upto hun-
dreds) of samples which leads to a problem of “curse of dimensionality”.
Due to this high dimension the accuracy of the classifier decreases as it
attains the risk of overfitting. As the microarray data contains thou-
sands of genes, hence a large number of genes are not informative for
classification because they are either irrelevant or redundant. Hence to
derive a subset of informative or discriminative genes from the entire
gene set is necessary and a challenging task in microarray data analysis.
The purpose of gene selection or dimension reduction is to simplify the

© Lytvynenko V.I., 2012
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classifier by retaining small set of relevant genes and to improve the ac-

curacy of the classifier. For this purpose, researchers have applied a
number of test statistics or discriminant criteria to find genes that are
differentially expressed between the investigated classes [15]

A typical DNA microarray data set in tumor tissue c classification
studies consists of expression measurements on thousands of genes over

a small number of known tumor tissue samples (p>N). However, many

standard statistical methodologies for classification and prediction re-
quire more samples than predictors. For example, in regression, N < p
leads to an ill-posed problem because the ordinary least squares (OLS)
solution is not unique. Another example is Fisher’s discriminant analy-
sis, wherethe covariance matrix is singular when N < p [5].

It is challenging to use gene expression data for cancer classifica-
tion because of the following two special aspects of gene expression
data. First, gene expression data are usually very high dimensional. The
dimensionality ranges from several thousands to over ten thousands.
Second, gene expression data sets usually contain relatively small num-
bers of samples, e.g., a few tens. If we treat this pattern recognition
problem with supervised machine learning approaches, we need to deal
with the shortage of training samples and high dimensional input fea-
tures. Recent approaches to solve this problem include artificial neural
networks [7],an evolutionary algorithm[8],nearest shrunken centroids
[9],and a graphical method [10].

A number of recent publications report on the successful applica-
tion of support vector machines (SVMs) to the classification of high-
dimensional microarray data [11-13].

Therefore, high-dimensional microarray data present a major chal-
lenge for these classifiers. However, the algorithms of Artificial Im-
mune System (AIS) have not been widely explored for cancer classifica-
tion with microarray data. Yet there exist in literature only very few
studies in which AIS were applied to microarray classification. There-
fore, this study introduced an artificial immune system approach for
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cancer detection based on negative selection algorithm (NSA) and Clonal
Selection Algorithm (CSA) named Clonal Negative Algorithm (HCNA).

2. Materials and methods

In this study, the microarray data classification was performed in
three stages: dimensionality reduction using the Principal Component
analysis, Feature extraction using the discrete wavelet transform and
classification using hybrid clonal negative algorithm (HCNA).

Rt Miceoaimay Primszipal Comtpoiei DRserete Wavelet Clomal negalive lasses
L] Aralysiz ::} I'ransfomm :::: wlgorithm l_:) :
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Figure 1 — Structure of the HCNA Classifier

2.1 Dataset

Microarray datasets take the form of expression data matrix where
rows represent the genes and columns represent the samples. Each cell
in this data matrix is a gene expression value which expresses the gene
intensity in the corresponding sample. The expression data matrix will
be finally dealt with in the form Xx 6 where; 0<i<n,0<j<n andn n,
are the total number of genes, total number of samples respectively as
in figure 2. Each expression data matrix will be further divided into two
matrices; training data matrixY, and test data matrix 7z  where k,p
are the number of samples used in the training process, test process re-
spectively and p+k=n,. The training data matrix will be used to train

all the used classifiers and their performance will be evaluated using the
test data matrix only [16].

X11 X12 LIRS Xlns
| Xer Xae Xong
Xngl Xngns

Figure 2 — Expression data matrix

In this section, the cancer gene expression data sets used for the
study are described. These datasets are also summarized below.
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ALL/AML Leukemia Dataset. The dataset consists of two distinc-
tive acute leukemias, namely AML and ALL bone marrow samples with

7129 probes from 6817 human genes. The training dataset consists of
3B8 samples (27 ALL and 11 AML) and the test dataset consists of 34
samples (20 ALL and 14 AML).

Colon Dataset. The dataset consists of 62 samples from 2000
genes. The training dataset consists of 42 samples where (30 classl, 12
class2) and the test data set consists of 20 samples (10 classl, 10
class?2).

Prostate cancer.Prostate cancer data contains training set of 52
prostate tumor samples and 50 nontumor (labeled as “Normal”) prostate
samples with 12 600 genes. An independent set of test samples is also
prepared, which is from a different experiment. The test set has 25 tu-
mor and 9 normal samples.

2.2 Dimensionality reduction using the Principal Component analysis

Principal component analysis (PCA) is used to search new abstract
orthogonal principal components (eigenvectors) which explain most of
the data variation in a new coordinate system [17]. Classical PCA is
based on the decomposition of a covariance/ correlation matrix (Geladi
and Kowalski (1986)) by eigenvalue (spectral) decomposition (EVD) or by
the decomposition of real data matrixes using SVD [18].

PCA is a multivariate procedure aimed at reducing the dimension-
ality of multivariate data while accounting for as much of the variation
in the original data set as possible.

This technique is especially useful when the variables within the
data set are highly correlated and when there is a higher than normal
ratio of explanatory variables to the number of observation. Principal
components seeks to transform the original variable to a new set of
variables that are (1) linear combinations of the variables in the data
set, (2) uncorrelated with each other, and (3) ordered according to the
amount of variation of the original variables that they explain [17,19]

PCA is a well-known method of dimension reduction [20]. The ba-
sic idea of PCA is to reduce the dimensionality of a data set, while re-
taining as much as possible the variation present in the original predic-
tor variables. This is achieved by transforming the poriginal variables

lexl,xz,...,xpj to a new set of K predictor variables,T[t,,t,,...,t, |, which

are linear combinations of the original variables. In mathematical terms,
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PCA sequentially maximizes the variance of a linear combination of the

original predictor variables,

ug = arg max Var(Xu) (1)

subject to the constraint uiSyu; =0, for all 1<i<j. The or-

thogonal constraint ensures that the linear combinations are uncorre-

lated, i.e. Cov(Xu.l, Xuj) =0,i # j. These linear combinations
t; = Xu, (2)

are known as the principal components (PCs) [21]. Geometrically,
these linear combinations represent the selection of a new coordinate
system obtained by rotating the original system. The new axes represent
the directions with maximum variability and are ordered in terms of
the amount of variation of the original data they account for. The first
PC accounts for as much of the variability as possible, and each succeed-
ing component accounts for as much of the remaining variability as pos-
sible. Computation of the principal components reduces to the solution
of an eigenvalue-eigenvector problem. The projection vectors (or called
the weighting vectors) ucan be obtained by eigenvalue decomposition on

the covariance matrix Sy,

Sxu; = A,u, (3)

where),is the i-th eigenvalue in the descending order for
i=1,...,K, andu,is the corresponding eigenvector. The eigenvalue
L, measures the variance of the i-th PC and the eigenvector u,provides

the weights (loadings) for the linear transformation (projection). The
maximum number of components Kis determined by the number of

nonzero eigenvalues, which is the rank of Sy, and KSmin(n,p). The
computational cost of PCA, determined by the number of original pre-
dictor variables pand the number of samples n, is in the order of
min(np2+p3,pn2+n3). In other words, the cost is O(pn2+n3) when
p>n [22].
2.3 Discrete wavelet transform-feature extraction

Suppose that the vector El has a sequence consisting of the 2"

points, for some integer n> 0. This sequence can be identified with the
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next function in the space V" of piecewise constant functions at equi-
distant intervals of length 1/2":

£8) = X100 () + +oe ¥ X000 (1) (4)

where ¢(t)- scaling functions of space V". The first step in calcu-

lating the wavelet decomposition of the sequence {xl,xz,...,xzn} is the

decomposition of f(t) on the alternative basis of the spaceV", which

constitute half of the wavelets y(t):

£6) = Ay pouro@® + e v A 0 (t) + Dy 1oWaro(t) + ...

(%)
+ anl,zn‘l 71Wn71,2“‘1 1 (t)

where A - approximation coefficients, defining coarse low-
frequency component of the original signal, D - detail coefficients, de-
fining the high-frequency component of the original signal. The next
step of the conversion process is the use of the same basic conversion
the members of (2), containing the approximation coefficients. Detail
coefficients at the same time remain unchanged. Block diagram of the
wavelet decomposition is presented in Figure 3.:

h]P>Go)>
x[n] ehl>Ga )

hfn] .
] (F2) % - .

Figure 3 — Structural diagram of a discrete wavelet decomposition of the

signal; g[n] - high frequency transmit filter, h[n]- low frequency filter

transmitting.

The Data used in this research were analyzed into the details D1-
D2 and one final approximation, A2. Our previous studies [23] have
shown that the the smoothing feature of the Daubechies wavelet of or-
der 13 (db13) made it more suitable to detect changes of the microarray
data. Hence in our research, we used the dbl13 to compute the wavelet
coefficients of the microarray data.
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For receiving approximation and detail coefficients using or-

thogonally and normalization the property. In the basic functions, all
scaling functions, as well as the wavelet functions are orthogonal to

each other, in addition, each \V(t) and each (I)(t) are normal. Multiplying
both parts of (2) on ¢, ,;(t) and we will integrate on t from 0 to 1. As

a result, we will receive
1
[£())0, 1 5(Ddt = A, (6)
0

Now we substitute the right-hand side of equation (1) instead of f
(t) in (3). If j=0 at the left side of (3) will be equal to:

1/2" 2/2"
[ xV2rvartats [ xV2r2rtdt = (x, + x2)(%J22(inj -
> Lo 2) \2 (7)
_Xi Xy
J2
Combining (3) and (4) at j =0, we will receive:
A, =t2 ®8)

V2

The remaining coefficients Ay 1500 = 0,...,2"' -1 are computed in

the same way:

A = e T Xoje (9)

n-1,j \/E

Similarly, using the properties of orthogonally and normalization
of the functionsy, ;;, we can calculate the detailing coefficients D, ;

using the following formula:

D, =2 (10)

Ultimately, we obtain the matrix approximation and detail coeffi-
cients at a given level of decomposition.

The computed discrete wavelet coefficients provide a compact rep-

resentation. In order to further decrease the dimensionality of the ex-

tracted feature vector, statistics over the set of the wavelet coefficients
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are used. The following statistical features were used to represent the

time-frequency distribution of the microarray data:
- Maximum of the wavelet coefficients in each subband
- Minimum of the wavelet coefficients in each subband
- Mean of the wavelet coefficients in each sub-band
- Standard deviation of the wavelet coefficients in each sub-band.

2.4 Artificial immune algorithms

In the 1990s, Artificial Immune System (AIS) emerged as a new
computational research filed inspired by simulation of biological behav-
ior of Natural Immune System (NIS). The NIS is a very complex biologi-
cal network with rapid and effective mechanisms for defending the body
against a specific foreign body material or pathogenic material called
antigen .

The Artificial Immune Systems, as defined by de Castro and Tim-
mis [24] are: “Adaptive systems inspired by theoretical immunology and
observed immune functions, principles and models, which are applied to
problem solving”. However AIS are one of many types of algorithms in-
spired by biological systems, such as neural networks, evolutionary al-
gorithms and swarm intelligence. There are many different types of al-
gorithms within AIS and research to date has focused primarily on the
theories of immune networks, clonal selection and negative selection.
These theories have been abstracted into various algorithms and applied
to a wide variety of application areas such as anomaly detection, pattern
recognition, learning and robotics [25].

Negative selection algorithm. The negative selection of T-cells is
responsible for eliminating the T-cells whose receptors are capable of
binding with self-peptides presented by self-MHC molecules. This proc-
ess guarantees that the T-cells that leave the thymus do not recognize
any self-cell or molecule. Forrest et al. [26] proposed a change detection
algorithm inspired by the negative selection of T-cells within the thy-
mus. This procedure was named as negative selection algorithm and was
originally applied in computational security. A single type of immune
cell was modelled: T-cells were represented as bit strings of length L.
The negative selection algorithm of Forrest and collaborators is simple
[26]. Given a set of self-peptides, named self-set S, the T-cell receptors
will have to be tested for their capability of binding the self-peptides. If
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a T-cell recognizes a self-peptide — it is discarded, else it is selected as

an immune-competent cell and enters the available repertoire A.

The idea of negative selection algorithm is to generate a set of de-
tectors in a complementary set of N and then to use these detectors for
binary classification as “Self” or “Non-Self”. Formally, the negative se-
lection algorithm can be represented as [27-28]:

NegAlg = (ZL,L, S,N,r,n,s, pr) (11)

where = denotes shape-space; L is receptor length; S is “Self” de-
tector set; N is “Non-Self” detector set; r denotes cross-reactive thresh-
old; n is total number of appointed detectors; s is detector set size; pr
denotes rule matching rows in adjacent positions.

Traianing phase " Phase recognition
Sell Samples " Detector Set
(&) N (A)
| ; |
~ Random . Yes Add to z Data ltem - Narmal
Candidate () ——— Defector Set (A}, to be Checket = (S
———> Match?| s (8% Match 7| 1o
T Discart = L Abmirmal
= | ™Nomself)

Figure 4 — Negative selection algorithm [29]

The negative selection algorithm can be summarized as follows:

e Initialization: randomly generate strings and place them in a set
P of immature T-cells, assuming all the molecules (receptors and self-
peptides) are represented as binary strings of the same length L.

o Affinity evaluation: determine the affinity of all T-cells in V
with all elements of the self set S.

e Generation of the available repertoire: if the affinity of an im-
mature T —cell with at least one self-peptide is greater than or equal to
a give cross reactive threshold, then the T-cell recognizes this self-
peptide and has to be eliminated (negative selection); else the T-cell is
introduced into the available repertoire A.

The process of generating the available repertoire in the negative
selection algorithm was termed learning phase. The algorithm is also
composed of a monitoring phase. In the monitoring phase, a set S of
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protected strings is matched against the elements of the available reper-
toire A. The set S* might be the own set S, a completely new set, or

composed of elements of S. If recognition occurs, then a non-self pattern
(string) is detected.

It is well known, that the algorithm of negative selection (NS) has
the some restrictions and limitations [29]. When it is not appropriate,
for example, the number of self samples is small and sparse.

Some limitations of the binary-string representation in NS algo-
rithms are as follows:

e binary matching rules are not able to capture the semantics of
some complex self/non-self spaces,

e it is not easy to extract meaningful domain knowledge,

e in some cases a large number of detectors are needed to guaran-
tee better coverage (detection rate),

e it is difficult to integrate the NS algorithm with other immune
algorithms,

e the crisp boundary of “self” and “non-self” may be very hard to
define.

In real-valued representation the detectors are represented by hy-
per-shapes in n-dimensional space. The algorithms use geometrical
spaces and use heuristics to distribute detectors in the non-self space.

Some limitations of the real-valued representation in NS algo-
rithms are:

e the issue of holes in some geometrical shapes, and may need
multi-shaped detectors,

e curse of dimensionality,

e the estimation of coverage,

e the selection of distance measure.

During our experiments it has been established that generation of
set of detectors in at training phase occurs casually owing to what it is
in advance impossible to define is minimum necessary quantity of detec-
tors which will provide the maximum quality of recognition. The in-
crease in quantity of detectors conducts to delay of a phase of recogni-
tion, and its reduction — to deterioration of work of algorithm since the
probability of formation of the "cavities” which are areas in space of
“Non-self” which are not distinguished by any of detectors increases.
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Thus, a problem of the given research is working out of an advanced

method of generation of the detectors, capable to adaptive selection of
their options, quantity and an arrangement.

Clonal selection algorithm. Today the algorithm CLONALG exists
in two forms [24]: (1) for optimization problems solving, and (2) for
solving problems of classification and pattern recognition. Basic clonal
selection algorithm [24]., named CLONALG, works as in Fig. 5

1 Initialization: rondomly initialize @ repertoire
(population) of attribute strings {immune cells).

2. Population loop: for each antigen, do:

2 1. Selection : select those celis whose affinities with
the antigen are greater.

2 2 Reproduction and genetic variation: generate
copies of the immune cells: the better each cell
recognizes the antigen, the more copies are produced.
Mutate (perform varigtions) in each cell inversely
proportional to their affinity: the higher the affinity,
the smaller the mutation rate.

2. 3. Affinity evaluation: evaluate the affinity of each
mutated cell with the antigen

3. Cycle: repeat Step 2 until o given convergence criterion
is met.

Figure 5 — Standard clonal selection algorithm

Formally algorithm of clonal selection can be represented as [30]:
CLONALG = (P',G*, 1, k,m,,,$, f, I, 1, AG, AB, S, C, M, n, d)(12)

where P'is space of search (space of forms); G* is space represen-
tation; lis the length of vector of attributes (dimension of space of
search); kis the length of antibody receptor; m,, is dimension of popu-
lation of antibodies; & is the expression function; f is the affinity
function; I is the function of initialization of the initial population of
antibodies; 1 is the condition of completion of algorithm work; AG is
the subset of antigenes; AB is population of antibodies; S is the opera-
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tor of selection; C is the operator of cloning; M is the mutation opera-

tor; nis the number of the best antibodies selected for cloning; dis the
number of the worst antibodies subjected to substitution for new ones.

The process of converting a population of antibodies by clonal se-
lection algorithm can be represented as a sequence of the following
statements:

ABt Selection(S) el S Cloning(C) Ne! . Mutation(M) N

GM
(13)

R t tation(S Repl t(d
epeat mutation(S) >Gs eplacement(d) >ABt+1a

where t- is the number of generation, AB- is the population of
antibodies (detectors), G - the subset of selected best antibodies, G -

is the subset of clones, G, - is the subset of clones after mutation.

Combined clonal and negative selection algorithm. The classifier
presented in this paper is based on the hybridization process of negative
selection with clonal selection, and was designed to solve problems of
classification to many classes. Concept of classification is used in terms
of supervised learning, which allows categorizing objects into known
groups using training set prepared beforehand. The main task of every
classifier based on supervised learning is to create an internal
representation of classes (in the form of a function, set of rules or any
other). It acquires it during training. When the training is completed
the classifier is ready to produce an answer to any (known or unknown)
pattern given subsequently.

In this study the efficiency of immune classifiersis researched,
when as the classifier, in general, is a function that for attributes vec-
tor of object shall decide to which class it belongs [27]:

F:R" > Y. (14)
The function F represents the space of sign vectors in the space of

the class labels Y. In the case of two classes Y ={0,1}, 1'corresponding

case of the detection event, '0'- the event is not detected. We consider
the variant of training with a teacher (supervised learning), when the
classifier training available to us a set of vectors {x}for which is known
their valid membership in one of the classes.

In developing this model treated the problem of developing an im-
proved method of generation of detectors capable to adaptively select

ISSN 1562-9945 83



6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »
their debugging and localization. This modification propose in a phase

of training to optimize coverage by detectors set of “Non-self” via the
mechanism of clonal selection. For the solution of the problem is intro-
duced following submission of antibodies (Fig.6).

Antibody

Number of |Detector | |Detector? | [Detectorn

detectors (n)

Detector

Adiribute | Radius . Attribute k Radius

Fig. 6. View of clonal negative model antibody [28]

In this view, attributes are the coordinates of the center of the de-
tector and the radius - the threshold sensitivity of the detector (cross-
reactive threshold). Thus, each antibody encodes a possible alternative
arrangement of detectors in space “Non-self”, that option schemes cover-
ing. By manipulating the population of antibody-like structure, is the
best option scheme covering. This algorithm is described in detail in
[28].

3. Results and discussion

It is common practice in machine learning and data mining to per-
form k-fold cross-validation to assess the performance of a classification
algorithm. K-fold cross validation is used among the researchers, to
evaluate the behavior of the algorithm in the bias associated with the
random sampling of the training data. In k-fold cross-validation, the
data is partitioned into k subsets of approximately equal size. Training
and testing the algorithm is performed k times. Each time, one of the k
subsets is used as the test set and the other k-1 subsets are put together
to form a training set. Thus, k different test results exist for the algo-
rithm. However, these k results are used to estimate performance meas-
ures for the classification system.

The common performance measures used in medical diagnosis
tasks are accuracy, sensitivity and specificity. Accuracy measured the
ability of the classifier to produce accurate diagnosis. The measure of
the ability of the model to identify the occurrence of a target class accu-
rately is determined by sensitivity. Specificity is determined the meas-
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ure of the ability of the algorithm to separate the target class. The clas-

sification accuracies for the datasets are calculated as in Eq. 15:

ki

Z Assess(z;)
Accuracy(Z) = =1 ‘Z‘ (15)

while

(16)

Assess(z) = 1, if calssify(z)=zc
o, otherwise

where z denotes the patterns in testing set to be classified, z.c is
the class of pattern z, classify(z) returns the classification of z by classi-
fication algorithm.

For sensitivity and specificity analysis, the following equations
can be used:

TP
Sensitivity = ——— 17
ensitivity TP + FN a7
TN
Specificity = —— 18
P K TN + FP (18)

where TP, TN, FP i FN denote respectively true positive, true
negative, false positive and false negative classification.

In order to compare the efficiency of the proposed method in
predicting the class of the cancer microarray data we have used three
standard datasets such as All/AML Leukemia, Colon Dataset, Prostate
cancer. All the datasets is binary class datasets. The feature selection
process proposed in this paper has two steps. First the microarray data
is decomposed by factor analysis optimally choose the discriminate
feature set then using Discrete wavelet transform into level 4 using
db13 wavelet to get the approximation coefficients as the extracted
feature set. The performance of the proposed feature extraction method
is analyzed with the well studied neural network classifiers such as MLP
and RBFNN. The leave one out cross validation (LOOCV) test is
conducted by combining all the training and test samples for both the
classifiers with all the three datasets and the results are listed in Table
1. For this Data the performance of HCNA is comparable to RBFN and
MLP.
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Table 1
Comparison study of classification accuracy, sensitivity and specificity
of HCNA with MLP and RBFN classifiers

Dataset Method Classification Sensitivity | Specificity
Accuracy
ALL/AML MLN 91.3% 98.21 97.01
Leukemia RBFN 98.4% 98.55 97.25
HCNA 100% 99.06 99.20
Colon Dataset MLN 94.5% 97.44 96.25
RBFN 97.6% 98.10 97.10
HCNA 99.7% 98.80 99.45
Prostate can- MLN 98.8% 98.03 97.21
cer RBFN 97.2% 98.80 98.00
HCNA 100% 99.10 99.60

The performance of the proposed method is also compared with
those obtained by the recently reported methods and the results are
listed in Table 2-4. The existing methods also used the cross validation
test on the datasets. From Tables 2-4 it reveals that our method is
equivalent to the counterparts with the advantage of reduced
computational load. Weka [31]. Table 5 shows the decomposition stages
upto 4th level by using db13 in discrete wavelet transform.

Table 2.
Comparison study of accuracy of Colon Dataset
Methods Classification
accuracy
Bayes Network 85.3%
Naive Bayes classifier 60.1 %
Multinomial logistic regression model 74.2%
Support Vector Classifier 94.3%
Class for doing classification using regression methods 91.8%
Simple Decision Table Majority Classifier 89.3%
1R classifier 73.9%
C4.5 decision tree 94.5%
Forest of Random Trees 97.4%
Factor Analysis + Wavelet + HCNA 99.7%

86 ISSN 1562-9945




6 (83) 2012 «CucTeMHBIE TEXHOJIOTIIN »

Table 3.
Comparison study of accuracy of ALL/AML Leukemia dataset
Methods Classification
accuracy
Bayes Network 87.6%
Naive Bayes classifier 64.2 %
Multinomial logistic regression model 77.4%
Support Vector Classifier 91.3%
Class for doing classification using regression methods 97.6%
Simple Decision Table Majority Classifier. 92.5%
1R classifier 70.9%
C4.5 decision tree 96.5%
Forest of Random Trees 97.6%
Factor Analysis + Wavelet + HCNA 100%
Table 4.
Comparison study of accuracy of Prostate cancer
Methods Classification
accuracy
Bayes Network 91.7%
Naive Bayes classifier 69.2 %
Multinomial logistic regression model 80.5%
Support Vector Classifier 99.4%
Class for doing classification using regression methods 91.7%
Simple Decision Table Majority Classifier. 89.4%
1R classifier 69.2%
C4.5 decision tree 97.1%
Forest of Random Trees 98.8%
Factor Analysis + Wavelet + HCNA 100%
Table 5
Reduction details of the dataset
Dataset Original Factor DWT Db 13
Dimension Analysis Level 4
Colon 62x2000 62x700 62x180
ALL/AML Leukemia 72x7129 72x700 72x180
Prostatecancer 136x12600 136x700 136x180
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4. Conclusion

In this paper we have presented a hybrid feature extraction
method using the Factor analysis in conjunction with wavelet transform
to effectively select the discriminative genes on microarray data. A sim-
ple HCNA based classifier has also been introduced to classify the mi-
croarray samples efficiently. The comparison results elucidated that the
proposed approach is an efficient method which performs better than
the existing methods. Besides it has reduced computational complexity.
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FUZZY MODEL FOR DECISION-MAKING SUPPORT IN
THE DETERMINING OF THE CHARACTERISTICS OF
THE FINISHED PRODUCT

Abstract.The possibility of the use of fuzzy mathematics in hierarchy analysis
technique is considered. A variant of hierarchy analysis technique on the basis of

linguistic estimates in the determining of the characteristics of the finished product
is proposed.

Key words: multicriterion problem, hierarchy analysis technique, alternatives,
vectors of priorities, instruments of fuzzy mathematics, linguistic variables.

Introduction

When making managerial decisions and predicting possible results,
a decision maker normally deals with a complicated problem of interde-
pendent components, which is to be analyzed. The hierarchy analysis
technique is a closed logical structure, which, by means of simple and
valid rules, provides solving of multicriterion problems including both
qualitative and quantitative factors, with quantitative factors having
different dimensionality.

The aim of hierarchy analysis technique is justification of selecting
the one best alternative among proposed ones, their characteristics be-
ing vectors with heterogeneous as well as fuzzy components [1].

The objective of research

The validity of the selecting of the finished product characteristics
based on the combined usage of hierarchy analysis technique and fuzzy
mathematics is analyzed in this research.

Presentation of main material

The primary stage in applying hierarchy analysis technique (HAT)
is structuralizing of the choice problem as a hierarchy. The simplest way
is creating a hierarchy from the top (objective) through intermediate
levels (criteria) towards the lowest level which is generally a set of al-
ternatives [1].

The questions of a peculiarity of antecedent factor ranking are de-
veloped in the article [2]. This method is convenient to use when esti-
mating technical and economic characteristics choosing those of them

© Ognieva O., Rogalsky F., 2012
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that have the greatest effect on decision-making in production of paving

tile. Experts revealed 3 factors-criteria, that influence considerably a
choice of a type of paving tile in the course of production and must be
involved in further calculations. After hierarchical reproduction of a
problem, priorities of criteria are established and each alternative is es-
timated according to criteria.

In our instant, the analysis of three types of paving tile: A, B, C
was carried out according to their desirability. As a basis of comparison
three main criteria were selected: price, quality, technical characteris-
tics. As a result of expert evaluation, the decision was made about the
dominance of the price of the product and its technical characteristics
over its quality. Therefore the element (2.1) of the matrix A is instanti-
ated 5, i.e. as;=5. This automatically presupposes that a;»=1/5.

By designating P as price, Q as quality, T as characteristics — crite-
ria, we are able to record the matrix of comparison in the following
way:

P Q T
p [1,00 5,00 5,00 |
A= @ [3,00 1,00 3,00

T (0,20 0,33 1,00

In similar way the elements of the matrices A,, A,, A; are deter-
mined based on the judgements of a decision maker. Then the priority
vectors on given matrices are calculated. Relative weights are calculated
by way of average values of the elements of the corresponding lines of
the normed matrix N, the elements of which are determined by division
of the elements of each column of the dual comparison matrix into the
sum total of the elements of the same column. Required relative weights
W,, W, W, of the criteria are calculated by way of average values of
the elements of the corresponding lines of the normed matrix A. The
sum total of the elements of this matrix's first column equals 4.20; of
the second column — 6.33; of the third — 9.

The relative weights of alternative decisions corresponding to the
tiles A, B, C are calculated within each criterion P, Q, and T using com-
parison matrixes - A, (sum total of the column elements equals corre-
spondingly 9; 4.3; 1.5), A, (sum total of the column elements equals cor-
respondingly 1.5; 4.3; 9), A; sum total of the column elements equals
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correspondingly 9; 5.3; 1.5) and A, (sum total of the column elements

equals correspondingly 1.5; 4.3; 9). As a result we obtain the following
normed matrix:

Tile A Tile B Tile
Tile A 0.111 0.077 0.130
N,- TileB 0.333 0.231 0.217
Tile C 0.556 0.692 0.652

Average values of the elements in the lines W, 0 4 =0.106; W, 41 5
= 0.260; W, e ¢ = 0.633. By analogy, we create N, for which values -
Wy tite o = 0.106, W 4y 5 =0.260, W 4o . = 0.633; for Ny Wy g0 o =
0.633, Wy ti1e 5 =0.260, Wy 4ije c = 0.106. Values W ite o » Wy tite B» W tile C
provide relative weights for types of tile according to its price.

By analogy, values W siie o, Wy tite B Wq tile c are relative weights,
concerning with the quality of products, and Wi e 4, Wi tite B Wt tile ¢
concern with technical characteristics. If the columns of the normed ma-
trix are identical it means that primary comparison matrix is coherent.
If a dual comparison matrix is not coherent, it is advisable to calculate
an index of coherence for it, which provides information on the rate of
coherence violation.

In our case, the matrix A, is not coherent since the matrix N, col-

umns are different. We determine the value n,,. because w_l:0,106;
w, = 0,260; w; = 0,633, therefore:

1 033 0,2 0,106 0,320
A, =3 1 0,33|:/0,260|=0,790
o 3 1 0,633 1,946

Hence, n,.. =3,055. For n=3, CI=0,027681; RI=0,66;
CR=0,041941.Since CR<0,1, the level of the matrix incoherence is ac-
ceptable. The estimation of alternatives is based upon calculating of the
weight index.

tile A: F tile A= 0,24 optimal
tile B: F tile B= 0,13
tile C: F tile B= 0,14
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On the basis of these calculations the tile A obtains the highest
combined weight and, therefore, is the most optimal choice of a decision

maker.
Ranking (regulation according to preference) of all variants is rep-
resented graphically in the Fig. 1.

CO-CH

Figure 1 — Regulation of variants according to preference according to
hierarchy analysis technique.

Within hierarchy analysis technique there are no general rules for
forming of decision-making model structure. The framework of the
technique appliance does not depend on the scope of activity, in which a
decision is made. It makes the technique multipurpose, its usage allows
to organize the system of decision-making support [3].

The theory of hierarchy analysis technique has a number of disad-
vantages, gaps and erroneous assumptions. One of these is that the
scales of the preference strengths estimating (measuring) of variants ac-
cording to each criterion are established as ratio scales, being non-
related to each other and to criteria priorities. Thus, there exists an ob-
vious necessity of developing, based on the theory of criteria impor-
tance, valid and effective methods of solving multicriterion problems
with hierarchical criterion structure and realization of these methods in
computer systems of decision-making support.

For solving this problem we shall use instruments of fuzzy mathe-
matics [4-5]. Hierarchy analysis technique, being a technique of solving
multicriterion problems in complex conditions with hierarchical struc-
tures comprising nonformalized elements, is used as an indirect method
for determination of fuzzy set adjectives. Utility function is not re-
garded as a probability function, but as a fuzzy value, fuzzy set adjec-
tives being considered as subjective estimations of decision makers
(DM).

Formally, the problem of multicriterion choice can be represented
as a triple of objects [1, 3]:MS=<G, C, A>, where G is a goal of a mul-
ticriterion choice problem; C — criterion set; A — alternative set.
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When decreasing the number of criteria, included in the system of

preferences, the complexity of dual comparison matrices in hierarchy
analysis technique increases considerably. As a means of the indicated
problem it is possible to use decomposition-aggregate approach to solv-
ing multicriterion problems, when a complex criterion, being a subgoal
of a general multicriterion choice problem, is subdivided into less com-
plex ones [6].

If each criterion is regarded as a linguistic variable, the alternative
Cc={C,C,,...,C, |

each i-criterion the linguistic wvariable is L; with termal set

set is . A = {A,,A,,... . For

’ An}, the criterion set -
T= {Til’TiZ”“’Tit}, where the semantics of each term Hy(x):X; = [0,1].

X, e e, xew] | o o
i i »%i | - of basic set of linguistic variables for an i-criterion

x™, x%" - lower and upper limit of a basic set correspondingly.

Figure 2 — The hierarchy of the multicriterion choice preference system of a
decision maker for paving tile (G — choice of product, C| - a way of tile paving;
C; - method of production; C23 - attractiveness; Cf - subgoal—vibropressing;
C; - subgoal- vibrocasting; C, - subgoal — quality; C, - subgoal —price; C; -
subgoal —characteristics)

Designations of the terms of the linguistic variable L; are qualita-
tive characteristics of tha criterion C;, in our case: L; = (quality= {not
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bad, satisfactory, high}), Ly, = (price = {low, medium, high}), Ls = (char-
acteristics {not bad, satisfactory, excellent}).

To estimate the effectiveness of an alternative according to a sepa-
rate criterion, a linguistic variable E is introduced, it has a termal set

S = {Sl,Sz,...,St}, its capacity coincides with T, and it is also invariant
relating to each criterion C;, Semantics of the terms -
s, ()1 Y > [0,1}rae Y € [0,1] - basic set of a variable E, k =1,t- num-

bers of terms.

Consolidating of estimates on different levels (Fig.2) is exercised
according to the approach in the research [6], after convolution of crite-
ria within a subgoal, and an optimum alternative for a subgoal is se-

lected according to Afm = gn[;aﬁﬁgu(m_sn), where d is a number of an alter-

native. After transforming of all subgoals into a criterion on the k& —
level, the level, where convoluted criteria are placed, is destroyed and a
number of levels is decreased by 1.

Then the global priority vector is determined. Aggregation (consoli-
dation) of alternative estimates after transformation of a preference
system structure of a decision maker with the aim of selecting the best
alternative using the principles of optimum choice, is performed in the

following way: Ag = gn[ia)%éid(}, where & - estimate of the alternative d ac-

cording to a goal of multicriterion choice G [6].

After performing calculations we find, that evaluating the alterna-
tives, the optimum way is production of paving tile by means of vibro-
pressing, quality, price, characteristics, a way of paving and attrac-
tiveness reaching a predetermined level.

Conclusions

The proposed variant of hierarchy analysis technique, involving ap-
plying of linguistic estimates of the quality of alternatives separately by
criteria and different convolutions of local priorities at the level of as-
pects, allows to include semi-structured data in the process of multicri-
terion analysis. It is shown that hierarchy analysis technique may be
used effectively not only for decision making in non-formalized spheres
and solving of ranking problems of a final set of complex objects repre-
sented in the form of hierarchical structure, but also for decision mak-
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ing in problems where formalization of all fuzzy notions by means of

fuzzy sets is required.

The approach is performed based on the data of a particular enter-
prise, the model proposed allows to perform calculations using modern
informational technologies.
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THE ALGORITHM FOR CALCULATINGTHE
CHARACTERISTICS OFTHE TAKE-OFFFROM THE
SPRINGBOARD UAYV

Abstract.The article presents the technique calculation of kinematical
parameters the unmanned aerial vehicle (UAV) at take-off with springboard. The

influence on these parameters some characteristics of the unmanned aerial vehicle is
analyzed

Keywords: unmanned aerial vehicle, control takeoff from a springboard,
parameter optimization springboard

The rapid development of unmanned aircraft recently significantly
expanded the list of volumes and solved problems. One of the measures
for the empowerment use of unmanned aerial vehicles (UAVs) in a lack
of the necessary platform for its take-off may be the use of special
springboards.

Their use is justified for ships with decks which will run UAV in
mountainous and forested areas where they are based, etc.

In addition, by creating a springboard for the initial vertical veloc-
ity allows takeoff UAV with greater payload mass.

In the particular case by increasing the supply of fuel on board the
UAYV can increase its range and duration of the flight or by installing
additional equipment - to expand the list of solved tasks.

Special springboards for takeoff manned aircraft have been used
successfully since the early eighties of the last century, primarily for
the needs of military aviation ship basing [1 ... 5].Their use could re-
duce the safe speed of lift-off, reduce the length of run, increase the
payload on board, etc.

Obviously, it is advisable to use the advantages of a springboard for
unmanned aircraft based on its specific characteristics that require the
development of special methods and techniques of calculating the char-
acteristics of takeoff from the springboard for specific UAV.

The article presents the technique calculation of kinematical pa-
rameters the unmanned aerial vehicle (UAV) at take-off with spring-
board.
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The springboard is usually a small sloping area, which is a con-

tinuation of a section horizontal runway (Fig. 1). The inclined section
can be flat or curvilinear.

e W
Y = = T
/
Gsin@,, 2 \
fry e .:_ T \.._4: —//
Fir, Noy N Geos@,, — | H
3 1 : Osn e o 1 s
Lo L1 };\1 _,----”"-----

Fig. 1. Scheme take-off from the springboard

The take-off from the springboard has two important peculiarities,
which distinguishes it from a conventional take-off at moment of lift-
off:

First, the lift force of UAV is considerably below the weight owing
to small velocity;

Second, the UAV at moment of lift-off has a certain initial angle 0,
which is equal to angle of springboard at end-point 2 (fig.1).

After lift-off the UAV moves along a trajectory, which is close to
ballistic curve, at the beginning with height increasing (point 3) and
then comes down up to safe value with increasing of velocity. The take-
off must be organized thus, that with a decrease in a height, in point 4,
the UAV possessed an enough reserve of height and velocity, which can
provide a safety prolongation of flight. The safety prolongation of flight
will be depend on like parameters of UAV (the value V2, thrust-to-
weight ratio of UAV 11, maximal coefficient of lift force), so and charac-
teristics of springboard (its length and angle of slope). These character-
istics must be given for each concrete UAV.

At the same the characteristics of existing springboards will set
certain requirements for different types of UAV with their dimensions
and weight, aircraft performance and operational characteristics. Chang-
ing the speed during the run-up describes the known equation[I]:

dv
j,=—=gn, —sin®
b= gp ~ 80 )

© Silkov V.I., Samkov A.V., 2012
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P -X,-F
where n_, =

G

So, at process of running start an angle of attack is constant, and
the difference of friction force (Ffr) and drag force (Xa) is approxi-
mately constant.

If vector of thrust is not rotated at process of running start, then a
longitudinal overload (nxa) can consider constant

From mechanics it’s known, that for uniformly accelerated motion a

length of traversed path (L, ;) is connected with end speed (in point 1)
with help next dependence

V2
Ly, o] —, (2)
Jmid
where
Jmia = 810, = 8K, — 1)

(3)
n, = e an average thrust-to-weight ratio of UAV

jml q- average acceleration in direction of motion;

fe =0.5(f + k—) -Reduced factor of friction

1

This factor takes into account a resistance for UAV motion owing
to runway (through factor of friction f) and ram air (through lift-drag
ratio in end of horizontal section K1). After horizontal section it’s - an

itself springboard. Its surface may be flat (fig. 1) or curvilinear (fig. 2)

T — Ny
ﬂ " h=5m E\ V2 Zlﬁkrrq,fh
X i i 1 i Vadzookim |
h ' all I I
400 H‘ ‘1 4 N -
o n ! ! I N !
B 3 | | | —
| S - B — —— La——v L 1 . | ! L 1 1
0 20 ©, degrees 0 200 400 r.m
Fig.2. Dependences a radius from the

Fig. 3. Dependence the value
end angle of springboard

overload ny from radius r
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Thus a height (H,_,)of springboard must be restricted because of its

mass parameters, of constructive and other conditions, for placing it on
the concrete object. The motions on flat and curvilinear springboards
have their peculiarities. The length L, ,and the height H, ,of flat

springboard are connected through obvious dependence:

H1—2

L1—2 =
sin ®sb

(4)

At motion on springboard on UAV acts a constant
forceG - sin ®, which decreases the acceleration by value Aj_ =-gsin®,,

In this case common acceleration is equaljX :jmid_g Sin®sb. So, the

valueg sin®y is constant, general motion remains uniformly accelerated

and changing of the velocity can write as:

Vz2 _V12 =25y 5 =2) Ly ,—28L ,sin®, =2j ;{4 , —2¢H,. (9)

Second summand determines a value of a speed loss because of a
slope angle springboard. From formulas (1-4) follows, that a value of
UAYV acceleration, in process of running start, is basically determined by
a thrust-to-weight ratio and slope angle springboard.The more UAV has
acceleration, the shorter path for take-off (fig.3).

If the springboard with curvilinear surface (fig. 2), then angle will
change from 0 to ©_,. The decelerating force G sin ®will increase

gradually from O, at the entrance to the springboard, to the value
Gsin@®, in the end.
Since the force G-sin® has an influence on kinetic energy at

climb, therefore a loss velocity from action this force don’t depend on a
form of springboard, and is determined only its height (see (5)).

Let us suppose that the curvilinear segment of springboard presents
a cylindrical surface with constant radius and its height is restricted up
the valueH _ owing to constructional considerations (see fig. 4). So, we

can calculate
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AB =r-cosOy Bl = r,Hy =r—rcosO,. Further we can deter-

mine a connection between radius (r), of height (Hg ) and an end angle

of springboard:

. He
1-cos®, °

(6)

According to 6 the bigger value of angel®_,, the less radius of-
springboard must be (at certain height).

Dependences a radius from the end angle of springboard for values
H;=3.5 m and Hg;=5 m are shown in fig.2.

As it follows from calculation, the most strongly the angles ©_ af-

fect on a value at small angles®_ .So, at increasing of angle O

from7°to 20°the value r should decrease approximately from 600 to 90
(m), i.e. nearly sevenfold.
However, at decreasing r should grow the values of centripetal

force and normal overload (n,), which act on the UAV.

T Los
""x\_\\‘-\ ' m
,\\Nﬁr . /
K‘“‘H_‘ ,/ 1000
. =
A - “A:i(:)&trl //
-
1 s00 j=6mJsZ / :
T ééz’/
1 ﬁéﬁf
[__. Li2 - 0 100 v Km/h

Fig. 4.Dependence the radius r

from the end-angle of

Fig. 5. Dependence the length of
horizontal sector from a velocity

Since a velocities of UAV are small at process of running start,

then an overload is created mainly of the normal reactions of spring-
board N=N1+N2, which act on chassis of UAV (fig. 1). As known, the

102
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curvilinear character of UAV motion is determined centrifugal

r

and centripetal forces Y +P, + N-G-cos®. From their equality it is

possible to receive expression for radius of curvature[1]:

GV? V?
r = = N (7)
gY¥Y+P, +N-G-cos® n,Z —cos®
Y+P, +N
where n=——"——
G

Dependence a normal overload ny from radius curvature of spring-
board is shown in fig. 3. As it follows from calculation the normal over-
load begins increase intensive at decreasing a radius below 100 m. So, if
the UAV will move up to curvilinear trajectory with radius 100 m, then

overload will be n, =4

If a value r is equal 50 m, then at same velocity (V2=200 km/h) on
the UAV should act an overload n, = 7.

Naturally, that a control of the UAV with such overload is diffi-
cult. From (7) follows that at constant r an increment of overload will
increase approximately proportional square of wvelocity, i.e. maximal
value of overload the UAV will test in end of springboard. Thereby,for
decreasing of overload on the UAV, the springboard can do with variable
radius: a small in the beginning and an increased r in end part. So, at
moving along curvilinear trajectory, the angle velocity of turn trajec-
tory will be determined a linear speed and a value r.

de V
—_— =, 8
dt r (8)

The path, traversed along curvilinear section of springboard, can
determine as length of arc 1-2 (fig. 4):

L,,,=r-0=0. 9)

Received formulas allowed to develop analgorithm for calculation
of characteristics of UAV’s take off from springboard. Based on the
algorithm the methodology of calculation was developed.

It is possible to conduct the optimization of parameters at the
springboard for different kinds of UAV’s by using this method.
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Taking into account constant changes of weather conditions of

flights and requirements to flight task succeeding, which cause change
of weight and dimension, operational and other features, this method
must be implemented on the Decision Support System (DSC).

DSC use considering realspringboard’s and UAV’s characteristics,
flight tasks requirements will enable to issue recommendations con-
cerning payloadof UAVs and peculiarities of control of take-off with
springboard
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MIMO-BASED CASCADE NEURAL NETWORK
IDENTIFICATION OF OXYGEN CONVERTERS MELTING
STEEL

Abstract.The article deals with the problems of identification of parameters of
technological processes, metallurgy, namely steel production in the basic oxygen
furnace. Also as part of this article formulates and put to the task of identifying of
chemical characteristics of steel using a hybrid artificial neural network with a
cascade architecture.Data was processed for the oxygen-converter process of steel
smelting. Given and analyzed the results of identification.

Keywords: identification, modeling, cascade network, neural network, MIMO,
neo-fuzzy, a hybrid ANN,oxygenconverter,steelmaking.

Introduction

The process of steelmaking in basic oxygen convertor is a complex
nonlinear multivariable object of study , as it is shown in several studies
[1, 2].

The essence of converter production lies in blowing of the molten
iron with oxygen, as a result of which the elements of iron - carbon,
silicon, manganese, phosphorus and others are oxidised and reaction
products pass into the slag and gas phase. These processes in their turn
are made either by contact of molten metal with a gaseous medium,
which is a carrier of oxygen , or by the contact of molten metal with
oxide phases or solid [3].

To reduce the oxygen content, the steel is deoxidized at the outlet
of the converter, i.e. elements with larger affinity to the oxygen than
that of the iron are introduced (Si, Mn, Al). While interacting with iron
oxide FeO, they form insoluble oxides MnO, SiO2, Al203 later transfer-
ring into slag.

In turn, the calculation of the required amount of molten iron,
scrap, slag-forming materials (e.g. blending fusion) is carried by the op-
erator in terms of the conditions obtained at the end of the purging of
carbon, sulfur, phosphorus, and temperature, as well as basic slag, re-
quired for this brand of steel. Blending of batches is made with the
help of nomograms, special lines and accounting of the results of the
previous heat. By this methods of work much depends on the experience

© Stovpchenko I.V., Mihaliov A.I., Gubinsky M.V., 2012
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of that smelting the steel.

On the other hand, the continuous and reliable control of the out-
put value of the converter by the existing means are often not pro-
vided, and, as a consequence, for the achievement of the purpose of
identification these parameters are substituted by functionally related
unmanaged outputs of the object, details of which are relatively easy to
control.

According to the mentioned above the actuality (topicality) of solv-
ing the problem of identification of the chemical characteristic of steel,
on the basis of computational intelligence techniques [2], namely, artifi-
cial neural networks with cascade architecture stands [4].

It follows the urgency of solving the problem of identification of
chemical characteristics of steel output, based on artificial neuron net-
works with cascade architecture. To do this, first of all , you need to
build and explore in general nonlinear mathematical model of oxygen-
converting process , which should include only the most important
characteristics of the technological process , the core of which is a
neuro- architecture that directly facilitates the identification of output
parameters of the model. It should be remembered that the excessive
complexity of the model leads to a deterioration in the quality of identi-
fication [7].

The most important parameters of the oxygen-converting steel
melting process are the neuromodel inputs, and the chemical character-
istics of the resulting steel are the outputs. After this, you must con-
figure the synaptic weights of the neural network, using a particular
training procedure.

In this article we formulate and state the task of identification the
output chemical characteristics of steel, gained through the oxygen-
converting process of its smelting using the hybrid artificial neuron
network with cascade architecture (fig.1), the results of identification
are analyzed.

Identification of the steelmaking parameters in a converter

To identify the output parameters of steel, produced in the process
of oxygen-converting smelting, it is necessary first of all to identify
what data have the most significant impact on the composition of the
steel output, as during the process of smelting nearly hundreds of dif-
ferent parameters are recorded into the database (input data, output
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data, intermediate data). Naturally, unmotivated use of all of them will
lead to an inadequate complexity of the neuro-model. And the error
rate , respectively, will be excessively large. Besides, according to the
expert information, it is known, that the most important parameters of
the oxygen-converting process are:

1) the weight of iron poured into the oxygen converter;

2) the chemical composition of cast iron, namely such constituents

as
+ silicon (Si);
« manganese (Mn);
« sulfur (S);
3) The mass of metal that is loaded into the oxygen converter;
4) the duration of steel purging;
5) The chemical composition of steel at the first turndown, namely
such constituents as
+ silicon (Si);
+ manganese (Mn);
« sulfur (S);
6) the amount of added deoxidizer :
« ferromanganese (FeMn);
+ ferrosilicon (FeSi);
- silico (SiMn);
« aluminum (Al).

: ! steel melting| """’
| pres= output of o
k) ' process
2 | b 1 m—

input ! e

— [ of 2t o 1> I R ——

™| outputof
— | model
ANN algorithm e(ky= v(k)—1(k)

settings e ” :
= identification error

Fig.1. — The diagram of the identification system with a model in the form of
hybrid artificial neuron network with cascade architecture.

There can be several stages of adding the reductants and subse-
quent measurement of the parameters of steel in the process described.
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For definiteness, in this research the melting with only one stage was

considered. This case is the most appropriate at the production, because
it optimizes the time of steelmaking and reduces the consumption of
materials that are used as reductants . The number of stages of deoxida-
tion depends on how accurately the master of production determines the
number of reductants .

It is necessary to perform the identification of the following
chemical characteristics of the output:

1) amount of carbon in the readymade steel;

2) amount of manganese in the steel;

3) amount of silicon;

4) amount of sulfur;

5) amount of phosphorus.

During the identification of parameters of steel-making process in
the oxygen converter the real data about the technological process were
used. The sample contained information on 3273 smeltings in the oxy-
gen-converting process under condition that one step of deoxidation
was made earlier.

To solve the problem of the identification of the of steel obtained
by the oxygen-converting process the multidimensional cascade neo -
fuzzy neural network with 13 inputs and 5 outputs was used [1,2,4] .
Neuro-architecture consisted of three cascades, each consisting of five
neo -fuzzy neurons [4-6].

Inputs and outputs in the sample were normalized to the interval
[0, 1], then the entire sample was divided into a training (2000 items)
and testing (1273 items). To calculate the efficiency of solving the prob-
lem of identification the chemical composition of the steel obtained by
the oxygen-converting process, the error was used:

1
ej :HZ

n
i=1

~

Yii = Vi

’

where n - the size of the training sample, and j —the cardinal
number of output parameter of cascade neural architecture.

~

Vij» ¥y real and projected output parameters.

The results are shown in Table 2.
Additionally, to improve the accuracy of controlling the output
signal the measure is proposed, which describes the amount (percent-
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age) of the examples in the test sample , for which the error of the net-

work output was more than 10% of the normalized data. The inspection
results are shown in Table 3 for each output chemical characteristic of
steel.

Table 1.
The results of identification the chemical composition of steel

The identifying error of steel composition
Sampling | Carbon, Manganese, Silicon, | Sulfur, | Phosphorus,
C Mn Si S P
Training 0.031 0.024 0.007 0.025 0.038
Testing 0.033 0.023 0.006 0.028 0.037
Table 2.

The results of the application the control measures for chemical
identification of steel composition

Number of examples for which the error is> 10%,%

Carbon, C | Manganese, Mn | Silicon, Si | Sulfur, S | Phosphorus, P
4.2 2.3 0.3 1.8 5.5

Findings

The proposed MIMO- cascade neo -fuzzy neural network , which
differs from its prototype - cascade neo -fuzzy neural network —became
the possibility of solving multidimensional input and the output
(MIMO) tasks. On the basis of neo -fuzzy neural algorithms described
[1,2,4], the problem of identifying the output characteristics of the steel
obtained by the oxygen-converting technology is solved . The experi-
mental results confirm the effectiveness of MIMO- cascade neo -fuzzy
neural network to identify the process of steelmaking in basic oxygen
convertor.
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UDK 621-83 681.51
V.B. Zvorykin, G.Y. Stanchits, V.F. Balakin

MODELLING PROCESS OF CONTROL OF ENGINE SPEED
WITHFLEXIBLECONNECTIONOF THE ENGINE WITH
THE MECHANISM

Abstract.Questions of a speed control of the engine in system of the
subordinated regulation in the presence of flexible connectionof the engine with the
mechanismare considered. Limits of stability are defined. The regulator of the speed
is calculatedfor rather small ratios of inertial masses (inertia coefficient less than
5.8). It provides the greatest damping of fluctuations in system. It is shown that in
this case the type of transient is defined by only a coefficient of a ratio of inertial
masses.

Keywords: systems of the subordinated regulation, a speed control, two-mass
system, flexible connection, damping of fluctuations.

It is often supposed at creation of the systems of automatic control
(SAC) of speed that kinematic connection between the engine and execu-
tive mechanismisn’'t subject to flexible deformations. In most cases the
similar assumption based on representation of rigid connection of the
engine and executive mechanism, is admissible. It is connected with that
the frequency of own flexible fluctuations of the mechanism often is
much higher than a frequency, a control system defining speed of the
electric drive.

In some cases the coefficients of rigidity of mechanical links is
rather small. Thus elasticity and deformation of links become essential
and can have considerable impact on transients in the electric drive. In-
stallations in which the engine connects to inertial masses through obvi-
ously expressed flexibleelement can be examples: long shaft, the con-
veyer belt, long cable in lifting mechanisms. At this SAR of speed it is
necessary to consider as two-mass system taking into account influence
of flexibilityand gaps in mechanical links on electric drive movement.

We will consider the block diagram of SAR of speed in the pres-
ence of flexibleconnection of the engine with the mechanism (figure 1).
In figure 1 contour of current is presented in the curtailed look.

For the further analysis we will make the following assumptions:

e - current contour don't have inert ion Wnsl(p) =1,

© Zvorykin V.B., Stanchits G.Y., Balakin V.F., 2012
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e - speed regulator is the proportional Wpe(p) = K e -

3
Use Usm Win(p) i M ) P
/K 1 1
Wpe(p) H m HCD R —
-7 T2 (T, p+1)+1 - | Jip »
Uocc K,
My, Cio-&
M. 1 (@] 1|9

— X —
Jop p

Figure 1 - The block diagram of SAR of speed of two-mass model of the
electric drive without gap and viscous friction

We use system of relative units for simplification of the analysis
of transients in SAR. After transformations the block diagram will as-
sume the next type:

7,

1 ”%- I |*2
— kpc Q)= g Il o o P
P 1 T,p | Iep Tyop

Uze

Hy

Figure 2 - The block diagram of SAR of speed of two-mass model of the

electric drive in relative units

We will transfer internal points of the flexible moment through
branching knots to an entrance and an exit of system of regulation. The
corresponding block diagram is represented in figure 3.

We will determine transfer function of closed SAR of speed by
control and we normalize it across Vyshnegradsky, by replace-

ment p = SQO . Aftertransformationswewillreceive:

wy(s) =22 _ - (1)
’ use(8) 3+ A% + Bs+1
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32(P)
T ] ™
Iep T,op
Tyop

Figure 3 - The transformed block diagram of SAR of speed
Vyshnegradsky's coefficients 4 and Balso will be defined:

A ?\,/pc 0(7 1) (2)

T.Ml

T
B=ry g 3)
\/k}Z)cT (7_1)

where T’ MlandT w2 - respectively, the electromechanical constants of

time caused by inertia of the first and second masses; 1’ c - constant of

T

+T
time of rigidity of kinematic connection; 7 = M2 M1

T,

- inertia coeffi-

cient, k pc- coefficient of strengthening of the regulator of speed.

From formulas (2) and (3) follows:
AB =y, )

The chart Vyshnegradsky let to judge about nature of transientsin
regulation system at change of coefficient of strengthening of the regu-
lator of speed (figure 4). Lines of equal value of coefficient of damping

f pare put on the chart plane with continuous lines, lines of equal value

of coefficient of inertia ) - strokes.
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Figure 4 - Vyshnegradsky's chart

At changek pc changed coefficients Aand B, the working point on

the plane of the chart of Vyshnegradsky moves on a characteristic curve
in the form of the equilateral hyperbole. Its situation on the chart is
defined only by inertia coefficient ).

At y =1a characteristic curve AB = lcoincides with limit of oscil-

latory stability of system. It specifies that at values y < 1.2 damping
ability of the electric drive, irrespective of k pee will be insignificant.

It is obvious as characteristic curves AB = y settle down on all

plane of the chart, there is a ratio of parameters of system at which
movement of executive mechanism (the second inertial mass) will be
smooth (without dissipative forces), despite existence of flexible com-
munication.
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At rather small sizesy it is expedient to chooseso valuek pc to

provide probably bigger value f 5. For this purpose the working point on

the chart has to belong to a straight line a6, on which equality

A = Bis carried out. Valuek pc in this case will be defined from expres-

sion:

T
kpe = |—21— 5[y (5)
e Te(7-1)

Transitional functions of system at such choice & pcare defined

only by value ¥ (figure 5).

) q/7=1.2
y =2

1.2 { H/"

7 AUL\VAVAVA"
N %a

A

y=5.8
0.4
0

0 1 2 3 t

Figure 5 - Change of speed of executive mechanism at a choice k pc on a

formula (5)
From figure 5 follows that aty > 2 fluctuation of speed of execu-

tive mechanism are damped by the electric drive. At y = 5.8 coefficient
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of damping 53 =0(.707 and reregulation it is close to control for a
modular optimum. At y = 9fluctuation in system are absent.

Conclusions

The type of transients in speed SAR in the presence of flexible

connection of the engine with the mechanism, and a choice k pc by a

formula (5) is determined only by value of coefficient of inertia). The

quality of regulation processes can be divided into two groups on influ-
ence of coefficient of inertia:

transients at small coefficients of a ratio of inertial masses
y < 5.8 (the electric drive poorly damps fluctuations in system),

transients at big coefficients of a ratio of inertial masses
y > 5.8 (damping ability of the electric drive is considerable).
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PE®OEPATHU

V[IK 577.359

YumkeHnkoBa P.A. MatemaTuyHuin aHani3 6ibniomeTpuuHi nokasHukiB ny6nikauin 3
Henpodisionorivnum edektam HeuoHusupylowen papiauii pisHux Bupis (Medline-
Internet)// Cuctemni TexHonorii. PerioHanbHuWit MiXBY30BCKiil 36ipHUK HAyKOBMX npalb. —
Bunyck 6 (83). — lHinponeTpoBcbk, 2012, — C. 3-11.

MpenctaeneHi 6ibniomeTpuyHi gaHi no HeipodizionoriyHum ny6nikaLism wWonzo BNAMBY
HenoHu3upytowein papiauii pisHux suais (EMM, none CBY , M i EM). Po3rnaHyTo KinbKicHi xa-
paKTepuCTUKM Nybnikauit obpaHux HanpsAMKiB 3a 35 -piuHuii iHTepsan Yacy (1966-2000 pp..).
MpoaHanizoBaHo AMHAMiKy Yncen nybnikauiin 3a3HayeHmx TMnie. 3po6aeHo BUCHOBOK Mpo nep-
CNeKTUBYM Helpodi3ionoriyHnx foCnigKeHb 4iT HEIOHiI3yYMX BUNPOMiHIOBAHb.

bi6n. 16, Tabn. 7.

YK 004:371.71

Buwemupcoka C.B. MeTogonoriyHi ocHoBu nobyaoeu iHopmauinHux cucrem i Tex-
HoNorin  ynpaBAiHHA  CTaHOM  3pa0poB'A  crypeHTa //  CuctemHitexHonorii.
PerioHanbHMIMiXBY30BCKii136ipHUKHAyKoBUXNpaUb. — Bunyck 6 (83). — [HinponeTpoBCbK,
2012. - C. 12-22.

Po3rnsHyTo MeToAonOriYHMi Nigxig [o npouecy iHAMBiAyanizauii ynpaBniHHA CTaHOM
300poB'a cTyfeHTiB. [Migxin BMKOPMCTOBYE aHani3 WMPOKOro Koslla MOKAa3HUKiB 3[0poB's 3 ix
NoAanblUMM y3arajibHEHHAM 3 MeTOK OpMyBaHHA THTErpanbHOro iHAEKCY OLiHIOBAHHA PiBHSA
340pOB’S CTyAEHTa Ta PO3OUTTA MHOXWHM CTYAEHTIB Ha rpynu, B AKUX BUKOPUCTOBYIOTbCSA Pi3Hi
METOAMKM, KOMNIEKCTW BNpPaB Ta iX iIHTEHCUBHICTb.

bi6n. 8, in. 4.

YK 681.004.89:164.053

BuwemunpcokaC.B.LliHoyTBOpeHHA AK eNeMeHT cMcTeMMU ynpaBniHHA MiANPMEMCTBOM
AUTAYOro xapuyBaHHA// CuctemHi TexHonorii. PerioHanbHuii MixBY30BCKii 30IpHUK HayKOBUX
npaub. — Bunyck 6 (83). — [ivinponeTposcek, 2012. — C. 23-28.

Po3rnsHyTO CTaH cuCTeMW ynpaBAiHHA NiANPMEMCTBA AUTAYOro XapyyBaHHA. [loBegeHo
AOLiNbHICTb BUKOPUCTAHHSA CyYyaCHMX THPOPMaLiNHUX CUCTEM ANA PO3B'A3aHHA Pi3HMX 3afay Ha
nignpuemcTBi. PO3rnsiHyTO MOXNMBICTb BUKOPUCTAHHA Teopii irop Ans onepaTtuBHoOro opmy-
BaHHA LiHWM NPOAYKLii.

YK 004.94:658.01

OcuneHko B.B. EKcnepumeHTanbHe AOCAifAXKeHHA e(heKTUBHOCTI THAYKTMBHOT T@XHO-
norii cucteMHux iHgopmauinHo-aHaniTUYHUX gocnigeHb // CuctemHi TexHonorii. PerioHa-
NIbHWIA MiXBY30BCKii 361pHUK HayKoBUX npaub. — Bunyck 6 (83). — lHinponeTpoBCcbk, 2012, —
C. 29-37.

Y cTatTi po3rnsHYTO OpUriHaNbHUI eKCNepMMEHT Ta NOAAHO NOPiBHANbLHMI aHaNi3 edek-
TUBHOCTI Pi3HUX TEXHONOTi CMCTEMHUX THDOpMaUinHo-aHaniTuYHux gocnipkens (CIAL) nowy-
KOBOro cnpsiMyBaHHA. EKCnepuMMeHT nocTaBneHunit Ik 1abOPaTOPHUIA MaricTEPCbKUIA NPAKTUKYM
3a crnewianbHo po3pobIeHO0 NPOrpamot.

bi6n. 7,in. 2, Tabn. 1.
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YK 004.032.26

bopsaHcekuin €.B., BuHokyposa 0.A., Myneca MN.M.HaB4aHHA HelipoHHOI mepexi Ko-
XOHeHa B 3apgauax Knacrepusauii-knacudikaugii // CuctemHiTexHonorii. PerioHanbHUAMIXK-
BY3iBCbKMi1 36ipHUK HayKOBUXpOoOiT. — Bunyck 6 (83).— [HinponeTposcbk, 2013. — C. 38-44.

B pobori 3anponoHOBaHO KOMOiHOBaHWM MeTo[, CaMOHaBYaHHS-
HaBYaHHACaMoopraHisysanbHoi manu (SOM-LVQ), wo Ao3BonsE NigBULLKATM AKICTb 0OPOOKM iH-
copmauii 3a yMOB nepeTMHAKYMXCA KNaciB 3a paxyHOK pauioHanbHOro BMOOpY napameTpa
KPOKY HaBYaHHA i BBEAeHHs cnelianbHOi npoLeaypu HeyiTKoro BM6OpyY B npoueci knacudika-
uii-knacrepm3auii, AKUM NPOTIKAE AK 3@ HAABHOCTI 30BHIWHbLOIO HaBYaNbHOTO CUrHaNy («BYM-
Tensy), Tak i 6e3 Hboro. B AkocTi Mipu nogibHoOCTI PyHKLiN cycincTa i HANEXHOCTI BUKOPUCTO-
BYIOTbCS KOCMHYCOiAaNnbHi KOHCTPYKLiT, WO A03BONAIOTL 3ab6e3neynTn npouecam CaMoOHaBYaH-
HS\-HABYAHHA BEJIMKY FHYYKiCTb i NPMAATY TM HU3KY HOBUX KOPUCHMX BNACTUBOCTE.

bi6n. 3.

YK 004.93'12+004.891.2

[innk 0.0. Kopotkui ornagmetoniB BusaBaeHHsaHomanin// CuctemHi texHonorii. Pe-
riOHaNbHUI MiXBY30BCKilt 30ipHUK HayKoBuX npaub. — Bunyck 6 (83). — [lHinponeTpoBChbK,
2012. - C. 45-55.

Y cTatTi po3rnsHyTa npobnema BUABNEHHA aHOMaNii Ta ii XapaKTEePUCTUKM B Pi3HUX Npu-
KnafHUX 0061acTAX, BUKOHAHA 3arajbHa NOCTaHOBKA Npobnemu. HaBeneHo KOpOTKMid ornsg ic-
HYIOUYMX METOAIB BUAB/IEHHS aHOMaNii, po3rnaHyTi ix nepeBaru i Hegoniku. Ha nigcTaBi BMKO-
HaHOro ornafy 3po6NeHi BUCHOBKM NPO CTaH CnpaB y Lili npobnemHiin obnacTi.

bi6n. 36, Tabn. 1.

YK 621.39

lHaTyweHko B.B., Naunapi Ani, Tytnk B.A.MopentoBaHHsA
npoueciBiaHani3NpoAYKTMBHOCTINPOTOKONYMapLWpyTU3aLiiyKkopnopaTuBHMXMepexax //
CuctemHi TexHonorii. PerioHanbHMit MiXBY3iBCbKMI1 36IpHUK HaYKOBMX npaub. — Bunyck 6 (83).
— [HinponetpoBcbk, 2012. — C. 56-62.

CTBopeHo imiTaliliHy Mofenb kKopnopatusHoi Mepexi MANET 3 mapwpyTu3sauieto Ha oc-
HOBi npotokony GRP. MpoinioctpoBaHo edeKTUBHiCTb pobOTM MpoTOKONY [A/s nepepayi
MynbTUMeLiAHOro Tpadiky.

bi6n. 12, in. 5.

Y[1K004.021

Kaciubkuit 0.B., bigtok M.1., Toxuit 0.11. 3acTocyBaHHA Teopii Makcumisayii maTtemaTu-
YHOro CNOAiBaHHA A0 PO3B'A3aHHA 3aAayi po3gineHHa cymiwi rayciad // CuctemHi TexHo-
norii. PerioHanbHWii MixBY30BCKiit 30ipHUK HayKoBKX npaub. — Bunyck 6 (83). — [HinponeT-
poBcbk, 2012. - C. 63-71.

Po6oTa npucBsvyeHa AOCNifKEHHIO eEeKTUBHUX aNrOPUTMiB MOLENIOBAHHSA i NMPOrHO3y-
BaHHAONTMMi3auinHoro Tuny. HaBepeHo aHani3 metony ExpectationMaximization, ioro nepe-
Barn Ta Heponiku. MNpencTaBNneHONOCNIAOBHICTb OTPUMAHHA 1 AOKNafHMitonuc anroputmy. Ha-
BeAeHO peKoMeHAauii wopo nigbopy napametpis ans po3pobneHoro anroputMy. Y poborti no-
AaHO CNOCi6 BMpilleHHA 3afja4i PO3AiNeHHs CyMilli rayciaH 3a AOMOMOrol0 iTepaTUBHOrO anro-
putMy Ha ocHoBi EMTeopii. Ha npuknagi 3agayi po3pineHHa cyMiwi ABOX He3aNeXHMUX raycis-
CbKMX BUNAAKOBMX BENIUYUH eKCMepUMEHTaNIbHO OTPUMaHi OLiHKM AKOCTi QYHKLUiOHYBaHHA Me-
ToAy Ha ocHoBi EMTeopii. 3p061eHO BUCHOBKM WOAO [OUiNbHOCTI BUKOPUCTAHHS METOAY B Pi3-
HUX YMOBaX.
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bion. 8, in. 2, Tabn. 1.

UDC 519.7

JiuteuHeHko B.I. 3acTocyBaHHA anroputMy HEraTUBHOrO KNOHAaNbHOro Bif6opy Ans
Kknacudikauii paky 3 BukopuctaHHam JHA-mikpoapew pganux // CuctemHi TexHonorii. Peri-
OHaNbHMWI MiXBY3iBCbKUI 30ipHUK HayKoBMx npaub. — Bunyck 6 (83). — [IHinponeTpoBChbK,
2012. - C. 72-90.

Y po60Ti 3anponoHOBaHO MeTO., Kiacudikalii, AKMit rpyHTYETbCA Ha KOMOGiHaLiT anropu-
TMiB KJIOHaNbHOTO i HeraTMBHOro Bigbopie . Po3po6neHunit anropuT™M Npu3HayYeHunii ans po3Bs-
3aHHA 3agay GiHapHOT Knacudikauii npu giarHocTuui paky 3a mikpoappei gaHumu. MNposefeHi
eKCNepuMeHTW MOKas3aluM BUCOKY TOYHICTb Knacudikauii po3pobneHoro anroputmy , B
NOPiBHAHHI 3 IHWMMK aNTOpUTMaMK Knacudikauii.

bi6n. 31,in. 6, Tabn. 5.

YK 004:519.816

OrHeBa O.E, Poranbcbkuit @.b. HewiTka Moaenb NigTPUMKNM NPUAHATTA pilueHHA NpuU
BM3HAueHHi  xapaKTepucTuk  rotoBoro  Bupoby //  CuctemHi  TexHonorii.
PerioHanbHWAMiXBY30BCKiit30ipHMKHaykoBuxnpayb. -  Bunyck 6 (83). -
[OHinponetposcbk, 2012. — C. 91-97.

Po3rnsHyTa MOXNMBICTb BUKOPUCTAHHA HEYiTKOT MaTeMaTUKW B MeToLi aHani3y iepapxiu.
3anponoHoBaHW BapiaHT MeToAa aHani3y iepapxid Ha OCHOBi NiHTBICTUYHMX OLHOK Npw
BW3HAYEHHi XapaKTepUCTiK roToBOro BUpooby.

bi6n. 7 Tabn. 1, puc. 2

YK 629.7.015.016

Camkos 0.B., Cunkos B.I. Anroputm po3paxyHKy xapaKTepUCTUK 3J1iTy 3 TpamnnaiHy
6esninoTtHoro NneTanbHOro anapary// CuctemHiTexHonorii.
PerioHanbHUAMiXBY30BCKii130ipHMKHayKoBuxnpaub. — Bunyck 6 (83). — [HinponeTpoBcbK,
2012. - C. 98-104.

Y cTatTi npeactaBneHa MeTOAMKA PO3paxyHKY KiHEMaTWYHWMX napameTpiB 6e3mifoTHOro
nitanbHoro anapaty (BMJIA) npu 3nboTi 3 TpamnniHa. [lpoBefeHO aHania BNAWMBY LMX
napameTpiB Ha AesKi XapaKTepuCcTUKM 6e3NiNoTHOro NiTanbHOro anapary.

bi6n.5, in. 5.

YK 669.18:681.5

CroBnyenko I.B., Muxanbos 0.I., TybuHcbkuit M.B. IneHTudikawia npouecy BUKIABKU
cTani y KucHeBomy KoHsepTepi Ha ocHoBi MIMO-kackagHOT HeiMpoHHOT Mepexi// CuctemHi
TexHonorii. PerioHanbHUI MiXBY30BCKiil 36ipHUK HayKoBMX npaub. — Bunyck 6 (83). — OHin-
poneTtpoBcbk, 2012. - C. 105-110.

CraTTaAnpuceayeHanpobnemamifgeHTudikaliinapamMeTpiBTeXHONOMYHUXNpOLECiBMETanypr

ilHOroBMpoOHMLTBA, acame: BMNNABLiCTaNniBKUCHEBOMYKOHBEPTEPI.
TaKoXBpaMKax[aHOoiCTaTTihOpMYNIOETbCAICTAaBUTbCA3AAY AT AeHTUDTKALTTBUXT AHUXXTMIYHMUXXAP
aKTepucTuKcTani, OAep)KyBaHOT3aKUCHEBO-KOHBEPTOPHOrONpPOLLeCYBMNIABKUCTANI,

3BMKOPUCTAHHAMIIOPUAHOTWTYYHOTHENPOHHOTMEPEXiLLLOMAEKACKALHYAPXITEKTYPY, HABOAATL-
cAlaHani3yTbCAOTPMMaHipe3ynbTaTifgeHTudikaLii.

bi6n. 7,1in. 1, Tabn. 2.
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YK 621-83681.51

3BopblkuH B.b., Cranumnyl.H0., banakuH B.®.HacTpoitka KOHTYpa CKOpPOCTU Npu Hanu-
unu ynpyrou CBA3M ABUraTens c MexaHu3mom// CuctemHiTexHonorii.
PerioHanbHUAMiXBY30BCKii130ipHMKHayKoBUxnpaub. — Bunyck 6 (83). — [HinponeTpoBcbK,
2012. - C. 111-116.

B pabote uccnenoBaHo BAMAHME YNpYroil CBA3M ABUraTens C MeXaHU3MOM Ha paboty
KOHTYpa CKOpPOCTU B CUCTEME NMOLYUHEHHOTO PerynupoBaHus. [ns cpaBHUTENbHO HEOOMbLIKNX
COOTHOLWEHUN WHEPLMOHHBIX MAcC MOJyYeHO BbipaXkeHue ans KodhduuMeHTa yCUneHus pery-
nATOpa CKOpOCTH, obecneynBatoliee Hambonbluee femndupoBaHue konebaHuit B cucrteme. MNo-
Ka3aHo, YTO B 3TOM C/ly4yae BUA NEPEXOAHOro npoLecca onpeaensiercs anwb Ko3huuneHTom
COOTHOLWEHUS UHEPLMOHHBIX MacC.

bi6n. 2,1in. 5.
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YK 577.359

YumeHkosa P.A. MaTemaTnyeckuit aHanus 6MGIMOMETPMUYECKUX MOKa3aTenen nyoau-
Kauuit no Hempodusmonornyeckum 3cpgeKTam HeMoHM3UpYyIoLLei paanauun pasHbiX BU-
AoB (Medline-Internet)// CuctemHiTexHonorii.
PerioHanbHUMiXBY30BCKii136ipHUKHAyKoBUXNpaUb. — Bunyck 6 (83). — [HinponeTpoBCbK,
2012. - C. 3-11.

MpepctaBneHbl 6ubAMoMeTpuYeckme AaHHble No HeMpodU3MONOrMYeckum nNybanKaumam
OTHOCUTENbHO BIUAHUA HEUOHU3NPYIOLWE PagnaLmMn pasHblx BUAOB. PaccMoTpeHbl KonuyecT-
BEHHble XapaKTEPUCTUKU NyOSMKaLKiA BbIOPAHHbIX HanpaBneHuit 3a 35-NeTHUIA MHTepBan Bpe-
MeHu (1966-2000 rr.). MpoaHanM3MpoBaHa AMHAMUKA YMCEN NYyONMKALMIA YKA3aHHBIX TUMOB.
CnenaHo 3akntoyeHne 0 NepCnekTUBax HeMPohM3MONOrMYEeCKUX UCCNeAoBaHMI AEeNCTBUA He-
NOHU3NPYIOWMX U3NYYEHNIA.

Bbubn. 16, Tabn. 7.

YK 004:371.71

Boiwemupckas C.B. MeTtogonornyeckue oCHOBblI NOCTPOEHUA UHGOPMALUOHHBIX CUC-
TEM U TeXHOJIOrM ynpaBNeHUA COCTOAHUEM 3A0pOBbA CTyAeHTa// CuctemHitTexHonorii.
PerioHanbHUAMiXBY30BCKii130ipHMKHayKoBuxnpaub. — Bunyck 6 (83). — [HinponeTpoBCbK,
2012. - C. 12-22.

PaccmoTpeH MeToA0N0rMYecknini Noaxoa K npoueccy MHAUBUAYaNMU3aLnMmn ynpaBneHus co-
CTOAHMEM 3[0pOBbA CTyAEHTOB. lofxoa MCNONb3yeT aHaNu3 WHUPOKOro Kpyra nokasartenemn co-
CTOSIHUA 3[J0POBbA C UX Mocnefyowmnm 0600wWeHneM C Lenblo GOPMUPOBAHNA UHTErPaNbHOrO
WHAEKCA OLEeHWUBAHWA YPOBHSA 340POBbA CTYAEHTA U Pa3bMeHMs MHOXeCTBa CTYAEHTOB Ha rpyn-
Mbl, B KOTOPbIX MPUMEHSAIOTCA Pa3NINYHbIE METOAMKM, KOMNIEKCHl YNPAXHEHUA U UX UHTEHCUB-
HOCTb.

bubn. 8, unn. 4.

YK 681.004.89:164.053

BoiwemupckanC.B.LleHoo6pa3oBaHMe KaK 31e€MeHT CUCTeMbl YNpaBneHua npesnpus-
THA peTckoro nutaHua // CuctemHi TexHonorii. PerioHanbHMiA MiXBY30BCKii 306ipHUK HayKo-
BMX npaub. — Bunyck 6 (83). — iHinponeTposcbk, 2012. — C. 23-28.

PaccMoTpeHo cocTosiHue CUCTEMbI yNpaBNeHWs NPeanpuATUA JETCKOro nuTaHus. [lokasa-
Ha Lenecoobpa3HOCTb MCNONb30BaHMA COBPEMEHHbIX MH(OPMALMOHHbLIX TEXHONOTWI ans pe-
WeHMA pasHblX 33Aay Ha npepnpuaTMK. PaccMoTpeHa BO3MOXHOCTb MCMOJIb30BAHWS TeOpUU
Urp ois onepaTMBHOro hOpMMPOBAHUA LIEHbl MPOAYKLUM.

bu6bn. 12, unn. 2.

Y[IK 004.94:658.01

Ocunenko B.B. IKcnepumeHTanbHoe uccnepoBaHne 3(pheKTUBHOCTU UHAYKTUBHOM
TEXHOJIOFMU CUCTEMHbIX MHO(PMALUOHHO-AHANUTUYECKUX UccnenoBaHuin // CuctemHi tex-
Honorii. PerioHanbHUI MiXBY30BCKill 30ipHUK HayKOBUX npaub. — Bunyck 6 (83). — [Hinpone-
TpoBCbK, 2012. — C. 29-37.

B cTaTbe paccMOTpeH OpUrMHaNbHbIA IKCMEPUMEHT U NPEACTaBNEH CPABHUTENbHbLINA aHa-
nn3 3PGHEKTUBHOCTM PA3NINYHBIX TEXHONOTUNA CUCTEMHbBIX MHOPMALMOHHO-AHANIUTUYECKUX UC-
cnegoBaHuit (CMALL) vHHOBALMOHHOIO HanpaBaeHuMs. IKCNEPUMEHT NOCTaBNEH Kak fabopaTop-
HbI/A MAaruCTepCKUN NPAKTUKYM MO CMeLuanbHo pa3paboTaHHOi nporpamMme.
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bubn. 7, unn. 2, Tabn. 1.

YK 004.032.26

BoasHckuii E.B., Bunokyposa E.A., Myneca 1.11. 06y4yeHue HeipoHHoW ceTuKoxoHeHa B
3apavax Knacrepusaumm-knaccudukaumm // CuctemHi TexHonorii. PerioHanbHMi MiXBY30B-
CKill 36ipHMK HayKOBMX npaub. — Bunyck 6 (83). — HinponeTposcbk, 2012, — C. 38-44.

BpaboTenpeanoxeHKOMOMHMPOBAHHLINMETOLCAMOOOYYEH S -
obyuyeHuscamoopranusyiouweiicakaptsl (SOM-LVQ), no3sonstoweit NoBbICUTH KayecTBo o6pa-
00TKM MHGOPMALUM B YCNOBUAX MEPECEKAMWMXCA KNACCOB 3a CYET paLMOHaNbHOrO Bbibopa
napameTpa wara oby4YeHus U BBEAEHMA CreunanbHoi npoueaypbl HEYETKOro BbiGopa B npouec-
ce KnaccuduKkaLmum-knactepusalumu, KOTopbliid NPOTEKAET KaK NPU HalUYyuK BHEWHero obyyalo-
Wwero curHana («yuutens»), Tak u 6e3 Hero. B kayectBe mepbl nogobus dyHKUMIA cocencTa U
NPUHAANEXHOCTU UCNONb3YIOTCA KOCUHYCOMAANbHbBIE KOHCTPYKLMY, MO3BOAsAIOWMe 06ecneyunTsb
npoueccam camoobyyeHusa-o0yyeHns 6onblyo rMOKOCTb U NpUAATb UM PSAA HOBbIX MONE3HbIX
CBOMCTB.

Bubn. 3.

YK 004.93'12+004.891.2

Onpbik A.A. KpaTtkuit 0630p meTof0B 06HapyKeHus aHomanuin // CuctemHi TexHoso-
rii. PerioHanbHWii MiXBY30BCKii 36ipHMK HaykoBuX mpaub. — Bunyck 6 (83). — [Hinponet-
poBcbk, 2012. - C. 45-55.

B cTaTbe paccmoTpeHa npobnema o6HApYKEHUA aHOMaNMU U ee XapaKTepUCTUKK B pas-
JIMYHBIX NPUKNALHbLIX 061aCTAX, BbINOSHEHA 06LWas NoCTaHOBKA npobnemsl. MpuBefeH KpaTKuii
00630p CyLeCTBYIOWUX METOAOB OOHAPYKEHUA aHOMANMNiA, pacCMOTPEHbI UX [LOCTOMHCTBA U He-
[O0CTaTKU. Ha OCHOBAHWUM BbINMOAHEHHOTO 0630pa CAeNaHbl BbIBOLLI O COCTOSAAHUM &N B AaHHOW
npobnemHoit obnactu.

bubn. 36, Tabn. 1.

YK621.39

lHatywenko B.B. MaHnagu Anu, TyTeik B.A.MoaennpoBaHue npoueccos U aHanu3 npo-
M3BOAMTENIbHOCTU NPOTOKONA MapWpyTU3aLuMnM B KOPNopaTuBHbIX ceTax // CuctemHi Tex-
Hosorii. PerioHanbHMit MiXBY30BCKill 36ipHMK HAayKOBMX Npalb. — Bunyck 6 (83). — Hinpone-
TpoBCbK, 2012. — C. 56-62.

Co3paHo MmMuTaLMOHHYI0 Moaenb kopnopaTueHoii cetu MANET ¢ mapwpyTu3auueit Ha oc-
HoBe npoTokona GRP. MpowunntoctpupoBaHo 3 deKTUBHOCTb paboThl NPOTOKOMA ANs nepeaayn
MybTUMEAUIAHOrO TpadumKa.

bu6n.12, un. 5.

YI1K 004.021

Kacuukuin A.B., bugiok .., Toxuii 0.1. MpumeHeHUe Teopun MakCUMU3aLUM MaTeMa-
TUYECKOr0 OXMWAAHUA K peleHui0 3aAaunm  pasfesieHua  Cmecu  rayccuad//
CuctemHiTexHonorii. PerioHanbHUINMiXBY30BCKiN36ipHMKHayKoBuxnpawb. — Bunyck 6 (83). —
OHinponetposcbk, 2012. — C. 63-71.

PaboTta nocBsaweHa uccnenoBaHnto 3PHEKTUBHBIX aNrOPUTMOB MOLENMPOBAHMA U MPO-
rHO3MpPOBaHMAONTUMMU3ALMOHHOrO Tuna. lMpusepeH aHanu3 metopa ExpectationMaximization,
ero npeumyuiecTsa u Hegoctatku. ONMcaH NoNHbIA BbIBOA M AaHO MogpoOHOEe onucaHue anro-
puTMa. [laHbl peKoMeHfaLun ans Bbibopa napameTpoB pa3paboTaHHOro anroputMa. B pabote
PaCcCMOTPEH Cnocob peleHns 3afayun pasfeNeHns CMecu rayccuaH ¢ noMoLLbl0 UTEPATUBHOIO
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anroputma Ha ocHose EM Teopuu. Ha npumepe peleHuns 3apaun pasaeneHuns cMecu AByX Hesa-
BUCUMBIX TayCCOBbIX CNYYalHbIX BENMYMH IKCMEPUMEHTANbHO MOJYYeHbl OLEHKM KayecTBa
(bYHKUMOHMPOBAHNA MeTOAa Ha ocHoBe EM Teopuu. MpeacTtaBieHbl BbIBOAbI OTHOCUTENBHO Lie-
Necoobpa3HOCTU UCNONb30BAHNSA PACCMOTPEHHOTO METOAA B Pa3NINYHbIX YCAOBUSX.

Bubn. 8, unn. 2, Tabn. 1.

YOK 519.7

JiuteuHeHko B.I. lpumeHeHue anropuTma OTpULATENBHOTO KNOHANbHOIO 0TO0pa ANA
KnaccuuKaumm paka ¢ ucnonb3osanmem aaHHbix IHK- 6uounnos // CuctemHi TexHonorii.
PerioHanbHUil MixBY3iBCbKMI 30IpHUK HayKOBMX npaub. — Bunyck 6 (63). — lHinponeTpoBChbK,
2012. - C. 72-90.

Bpabote npepnoxeH MeToA kKnaccudmKaum, KOTOpbiii OCHOBLIBAETCA Ha KOMOMUHALMUM an-
FOPMTMOB KJIOHAJIbHOTO M OTPMLATENbHOTO 0TOOPOB. Pa3paboTaHHbIi anropuT™M NpefHa3HayeH
ANs peleHuns 3agad GuHapHOM knaccuduKaumm npu AMArHOCTUKE paka no AaHHbIM MUKPOYU-
noB. [poBefeHHbIE IKCNEPUMEHTBI MOKA3aM BbICOKYIO TOYHOCTb Knaccudumkaymum paspaboTaH-
HOTO aNropUTMa, MO CPABHEHMIO C APYrMMU anropuTMamMm Knaccudukaumm.

Bbubn. 31, unn. 6, Tadbn.s.

YOK 004:519.816

Orvesa 0.E, Poranbckuit ®.5. HeyeTkasa mopenb NOAAEPHKKU NPUHATUA pelleHUs npu
onpeaeneHMuM  XapakTepucTuk  rotosoro  usgenua //  CuctemHi  TexHonorii.
PerioHanbHUAMiXBY30BCKii130ipHMKHayKoBuxnpaub. — Bunyck 6 (83). — [HinponeTpoBcbK,
2012. - C. 91-97.

PaccmoTpeHa BO3MOXHOCTb MCNO/Mb30BAHMA HEYETKOW MaTemMaTWKW B MeTOAe aHanu3a
nepapxuii. lpennoxeH BapuMaHT METOAA aHanM3a WepapxuMii Ha OCHOBE JUHIBUCTUYECKUX
OLLeHOK NpyW onpefeneHnmn XxapakTepucTMK rotoBoro n3genus.

bi6bn. 7, 1abn. 1, puc. 2

YOK 629.7.015.016

CamkoB A.B., Cunkos B./. Anroputm pacyeta xapaKTepuCTUK B3neta C TpamnauHa
6ecnunoTHoro netatesbHOro annapara// CuctemHiTexHonorii.
PerioHanbHUMiXBY30BCKii136ipHUKHAyKoBUXNpaUb. — Bunyck 6 (83). — [HinponeTpoBCbK,
2012. - C. 98-104.

B ctaTbe npepcTaBneHa MeTofMKa pacyeTa KMHEMATUYECKWUX NapaMeTpoB BeCnunoTHOro
netatensHoro annapata (bIMJIA) npu B3nete ¢ TpamnauHa. [poBefeH aHanu3 BAUAHUE 3TUX
napaMeTpoB HA HEKOTOPble XapaKTepUCTUKM 6eCnMNOTHOro NeTaTeNbHOro annapara

bu6n.5, unn.5.

YK 669.18:681.5

CToBnyeHko n.B., Muxanes AWN., [yOUHCKNiA M.B.
UpeHTudukaumanpoueccaBbinIaBKUCTaIUBKMCNOPOAHOMKOHBepTOpeHaocHoBeMIMO-
KacKagHOWHeNpoHHOMCeTn// CuctemHiTexHonorii.

PerioHanbHMMiXBY30BCKii136ipHUKHAyKoBUXNpaUb. — Bunyck 6 (83). — LHinponeTpoBCbK,
2012. - C. 105-110.

CraTbs NocBsleHa npobnemam UAEHTUUKALUM NAapaMeTPOB TEXHONOMMYECKUX NpoLiec-
COB, MEeTa/lypruyeckoro Npon3BoACTBa, @ UMEHHO: BbINNABKe CTaln B KMCIOPOLHOM KOHBEpTe-
pe. Takxe B pamMKax [aHHOW CTaTbu HOPMyNUPYETCA U CTABUTCA 3afaya MAeHTUDUKALUK Bbl-
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XOJHbIX XUMUYECKUX XapaKTEPUCTUK CTanu, Noay4aemon No KUCIOPOLHO-KOHBEPTOPHOMY Npo-

Leccy eé€ BbiNnaBKK, C MCNONb30BaHMEM TMOPUHOI NCKYCCTBEHHON HEMPOHHOI CETU C KacKaa-

HOW apXUTEKTYPOMN, NPUBOAATCA U aHAIU3MPYIOTCA NOJIyYEHHbIE pe3ynbTaThl MAEHTUUKALNK.
bubn. 7, unn. 1, 1abn. 2.

YOK 621-83 681.51

3BopukiH B.b., CtaHumy T.H0., banakiH B.®.HacTpoloBaHHA KOHTYpPY WBUAKOCTI npu
HasABHOCTi NPYXXHOro 3B'A3KY ABUIYHA 3 MexaHi3MoM // CuctemHi TexHonorii. PerioHanbHui
MiXBY30BCKill 30ipHUK HayKOBMX npaub. — Bunyck 6 (83). — [HinponeTposcbk, 2012, — C. 111-
116.

Y pob6oTi focnigXeHunid BB NPYXKHOrO 3B'A3KYy ABUIyHA 3 MeXaHi3MOM Ha pobOTY KOH-
TYpY WBMAKOCTI B CUCTEMi NifNernoro peryntoBaHHA. [Ina NOpiBHAHO HEBENMKMX CMiBBiAHO-
WeHb THEPLiAHMX MAC OTPMMaHe BUPaXeHHA Ana KoedilieHTa NiACUNEHHs perynatopa WBWA-
KocTi, wWo 3abe3neyye Hanbinbwe pemndipyBaHHs KonuBaHb Yy cuctemi. [lokasaHo,
LOBLbOMYBMNALKYBUANEPEXiJHOrONPOLECYBU3HAYAETLCANMILEKOEDILIEHTOMCNIBBIAHOWEHHAI
HepuiiHMXMac.

bubn. 2, unn. 5.
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UDK 577.359

ChizhenkovaR.A.Mathematical analysis of bibliometrical indices of published works
on neurophysiolocal effects of non-ionized radiation of different kinds (medline-
internet)// System tecnologies. N6 (83). — Dnepropetrovsk, 2012. - P. 3-11.

Bibliometrical data on neurophysiological published works carried out with application
of non-ionized radiation of different kinds (EMF, MW, MF and EF) are presented. Quantitative
characteristics of published works of choose subdivisions during 35-year time interval (1966-
2000) be considered. Dynamics of number of published works of these trends is analyzed.
Conclusion about prospects of investigations of neurophysiological effects of non-ionizing
radiation is done.

Bibl.16, tabl. 7.

UDK 004:371.71

Vyshemyrska S.V.Methodological bases of creation of information systems and tech-
nologies of management of the state of health of the student// System tecnologies.
N°6 (83). — Dnepropetrovsk, 2012. — P. 12-22.

Methodological approach to process of an individualization of management by a state
of health of students is considered. Approach uses the analysis of a wide range of indicators
of a state of health with their subsequent generalization for the purpose of formation of an
integrated index of estimation of level of health of the student and splitting a great number
of students into groups in which various techniques, complexes of exercises and their inten-
sity are applied.

Bibl.8, il. 4.

UDK 681.004.89:164.053

VyshemyrskaS.V.Automation of price forming management at child's food industry
enterprises// System tecnologies. N26 (83). — Dnepropetrovsk, 2012. — P. 23-28.

The state management system baby food company are presened. The expediency of the
use of modern information systems for various tasks in the enterprise are proved. The possi-
bility of using game theory to operational pricing of productsare presented.

Bibl.12,il. 2.

UDC 004.94:658.01

OsypenkoV.Experimental study of efficiency of system-analytical research based on
inductive technologies // System tecnologies. N26 (83). — Dnepropetrovsk, 2012. — P. 29—
37.

This article deals with the results of original experiment on comparative analysis of dif-
ferent technology effectiveness of system-information-analytical research (SIAR) in innova-
tive direction. The experiment has been carried out as a Laboratory Practical Master Workshop
in the framework of special designed program.

Bibl.7,il. 2, table 1.
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UDC 004.032.26
BodyanskiyYe., MulesaP., Vynokurova 0.Kohonen neural network learning in the clus-

tering-classification tasks// System tecnologies. N°6 (83). — Dnepropetrovsk, 2012. - P. 38—
44,

In the paper, combined self-learning and learning method of self-organizing map (SOM-
LVQ) is proposed. Such method allows to increase quality of information processing under
condition of overlapping classes due to rational choice of learning rate parameter and intro-
ducing special procedure of fuzzy choice in the clustering-classification process, which occurs
both with external learning signal (“supervised”), and without one (“unsupervised”). As simi-
larity measure of neighborhood function or membership one, cosine structures are used,
which allow to provide a high flexibility due to self-learning-learning process and to provide
some new useful properties.

Bibl.3.

UDK 004.93'12+004.891.2

Didyk A.A. Brief overview of anomaly detection methods // System tecnologies.
N°6 (83). — Dnepropetrovsk, 2012. — P. 45-55.

In the paper problem of anomaly detection and its features in different application do-
mains are considered, general statement of the problem is performed. Brief overview of exist-
ing anomaly detection methods is made, their advantages and disadvantages are discussed.
Based on the overview conclusions about given problem domain state of art are made .

Bibl. 36, table 1.

UDK 621.39

Gnatushenko V.V. Danladi Ali, TutykV.A.Simulation processes and performance analy-
sis of routing protocol in corporate network // System tecnologies. N26 (83). — Dnepropet-
rovsk, 2012. - P. 56-62.

A simulation model of corporate network MANET routing protocol based on the GRP. Il-
lustrated the effectiveness of the protocol for transmitting multimedia traffic.

Bibl. 12, ill. 5.

UDK004.021

Kasitskyj 0.V., Bidyuk P.I., Gozhyj 0.P. Application of expectation maximization the-
ory to solving the problem of Gaussian mixture separation// System tecnologies. N°6 (83).
- Dnepropetrovsk, 2012. — P. 63-71.

The paper is directed to the study of computationally effective algorithm of modeling
and forecastingof optimization type. An analysis is given for the method of Expectation
Maximization (EM algorithm), its advantages and disadvantages are considered. A derivation
of the algorithm and its detailed description are provided. Some recommendations are given
regarding parameter tuning for the algorithm developed. The work highlights a technique for
separating the Gaussian mixture using iterative algorithm based on the EM-theory. The results
of computing experiments for the EM-algorithm are presented using as example Gaussian mix-
ture separation for two random variables. The conclusions are made regarding the possibili-
ties of application the technique in different conditions.

Bibl.8, il. 2, table 1.
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UDC 519.7

Lytvynenko V.I. Application of Clonal Negative Algorithm to Cancer Classification
with DNA-Microarray Data// System tecnologies. N°6 (83). — Dnepropetrovsk, 2012. - P. 72—
90.

In the paper, a classification method is proposed. It is based on Combined Clonal Nega-
tive Selection Algorithm, which was originally designed for binary classification problems. The
accuracy of developed algorithm was tested in an experimental way with the use of DNA-
microarray data sets. The experiments confirmed that direction of changes introduced in de-
veloped algorithm improves its accuracy in comparison to other classification algorithms.

Bibl. 31, il. 6, tabl.5.

UDC 004:519.816

Ognieva0., Rogalsky F.Fuzzy model for decision-making support in the determining
of the characteristics of the finished product// System tecnologies. N26 (83). — Dnepropet-
rovsk, 2012. - P. 91-97.

The possibility of the use of fuzzy mathematics in hierarchy analysis technique is con-
sidered. A variant of hierarchy analysis technique on the basis of linguistic estimates in the
determining of the characteristics of the finished product is proposed.

Bibl. 7,il. 2, tabl. 5.

UDC629.7.015.016

SilkovV.I1., SamkovA.V. The algorithm for calculating the characteristics of the take-
off from the springboard UAV// System tecnologies. N6 (83). — Dnepropetrovsk, 2012. —
P. 98-104.

The article presents the technique calculation of kinematical parameters the unmanned
aerial vehicle (UAV) at take-off with springboard. The influence on these parameters some
characteristics of the unmanned aerial vehicle is analyzed

BibL.5, ill. 5.

UDK 669.18:681.5

Stovpchenkol.V., MikhalyovA.I.,, GubinskyM.V.MIMO-based cascadeneuralnetwork
identificationofoxygen convertersmeltingsteel// System tecnologies. N6 (83). -
Dnepropetrovsk, 2012. — P. 105-110.

The article deals with the problems of identification of parameters of technological
processes, metallurgy, namely steel production in the basic oxygen furnace. Also as part of
this article formulates and put to the task of identifying of chemical characteristics of steel
using a hybrid artificial neural network with a cascade architecture.Data was processed for
the oxygen-converter process of steel smelting. Given and analyzed the results of identifica-
tion.

Bibl. 7,il. 1, tabl. 2.

UDK 621-83 681.51

ZvorykinV.B., StanchitsG.Y., BalakinV.F. Modelling process of control of engine speed
with flexible connection of the engine with the mechanism// System tecnologies.
N°6 (83). — Dnepropetrovsk, 2012. - P. 111-116.

Questions of a speed control of the engine in system of the subordinated regulation in
the presence of flexible connection of the engine with the mechanism are considered. Limits
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of stability are defined. The regulator of the speed is calculated for rather small ratios of iner-
tial masses (inertia coefficient less than 5.8). It provides the greatest damping of fluctua-
tions in system. It is shown that in this case the type of transient is defined by only a coeffi-
cient of a ratio of inertial masses.

Bibl. 2,il. 5.
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CBEJEHUA OB ABTOPAX

Banakun Baaepuit ®PemopoBuu -—
IOKTOP TeXHWYEeCKMX HAyK, IIPO-
(eccop, HMeTAY.

Bimrox Ilerpo IBaHOBHMY — OOKTOP
TeXHIUYHUX HayK, IIpogecop IHCTH-
TYyTy HOPUKJIATHOTO  CHCTEMHOTO
aHauaisy HAH Ta MinocBiTu i Ha-
VKU YKpaiHu.

Bomancekuit€CBrenin Boaxogumu-
POBHUY — [OOKTOP TEXHIUHMX HaYK,
npogecop, HaAYKOBUI  KEPiBHUK
IIpob6semHOI HayKOBO-IOCJiJHOI
aaboparopii ACY, mnpodecop Ka-
denpu IMITYyYHOrO iHTENEKTY, Xap-
KiBCBKMI HaIliOHAJbHUN YHiBepcH-
TeT paJioeIeKPOHIKHU.

BunokypoBaOsenaAHnaroaiiBHA —
IOKTOP TEeXHIUHMX HayK, IIPOBiI-
HUN HayKoBuil cmiBpoOiTHuK IIpo-
0J1eMHOI HayKOBO-IOCJigHOI Jiabo-
paropii ACY, mnpodecoprabdenpu
Oesnmeku iHGpOpPMAIIMHUX TEeXHOJO-
riti, XapkiBChbKUI HaIlOHAJbLHUI
YHIiBEpPCUTET pajlioeJIeKPOHIKU.

Beimemupckaa Csernana Bukro-
pPOBHA — KaHIUJIAT TEeXHUYECKUX
HayK, CTapmiuii ImpernojaBaTesb
Kadgenpsl MHPOPMATUKU U KOMIIb-
IOTEPHBIX TEXHOJIOTUIN XepCOHCKOTO
HaITMOHAJbHOT'O TeXHUYECKOTO
YHUBEPCUTETA.

I'marymenko Bukropusa Baamumu-
poBHA — KaHAUAAT TEeXHUYECKUX
HayK, MJOOIeHT, MOOIEHT Kajeapsl
MHPOPMAIITMOHHBIX TEXHOJIOTUN U
cucreM HamnwmoHanbHOU MeTaNIyp-
rnyecKoll akageMuu Y KpauHbI.

l'oxuit Oaexcanap IlerpoBuu —
KaHIUIAT TeXHIiYHUX HAYK, IeKaH
darkyJIbTeTy KOMII'IOTEPHUX HAYK
YHopHOMOPCHKOI'0 Oep:KaBHOIO VHi-
Bepcurery imeni Ilerpa Moruan
MiHocBiTH i HAyKU YKpaiHu.

ISSN 1562-9945

I'youncekunit Muxanmao Boaomumu-
pPOBUY JOKTODP TeXHIYHUX HaAYK,
npodgecop, 3aBimyBau radenpu
IIPOMUCJIOBO1L TeIJIOEHePTreTuKU
HamionanpHOi MeTanypriiinoi Aka-
nemii YKpainu.

HMamnagm Aam — acOoumpaHT Ka-
denpsl WHPOPMAIMOHHBIX TEXHO-
Jgorui m cucrem HamuoHaabHOI
MEeTAJLIYPIruYeckKo arageMuu Y K-
PauHBEI.

Munbik Ajekceil AJIeKCaHAPOBUY —
KaHAUAAT TeXHUUYeCKUX HayK, [I0-
HeHT Kadenpsl UHPOPMATUKU U
KOMITBIOTEPHBIX TexXHoJoruii Xep-
COHCKOI'0 HaIIMOHAJIBHOTO TEeXHUYEe-
CKOI'0 YHUBEPCHUTETA.

3BopsikuH Baagumup Bopucosuu —
KaHIUJAT TeXHUYEeCKUX HayK, J0-
IeHT Kadeapu aBToOMaTH3aIlil BU-
pobHMuMx nporecis, HMeTAY.

Kacuukuii Anxexceii Bukroposuu —
MmaructpanT MHCTUTYTAa NOPUKJIALI-
Horo cucremMHoro amaamsa HTYY
«KIIN».

KRaciupkmit Oxaekciii BikTopoBuu —
acuipadHT IHCTUTYTY HOpPHKJIAZHOTO
cucremuoro anaiwizy HAH ta Min-
OCBiTH i HayKu YKpaiHu.

JlutBuHenko Baagumup HUBaHOBMY
— IOKTOpP TeXHUYECKHX HayK, JI0-
meHT, npodeccop kKadeapbl MHAPOP-
MATUKHA M KOMIBIOTEPHBIX TEXHO-
Jorui XepCcOHCKOTO HaI[MOHAJb-
HOT'O TEXHUUYECKOT'0 YHUBEPCUTETA.

MuxaasoB Oxaerxcanap lmmiu — go-
KTOp TEeXHIUYHUX HayK, Ipodecop,
daBigyBau Kadeapu iHpopMaIii-
HIUX TexXHoJorii ta cucreMmM, HMe-

TAY.
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Mynaeca IlaBiao IlaBiaoBuu — BuU-
KJagady KadeapukiOepHeTuKm i
npukjaagHol Marematuku, J[IBH3
«YKTOPOACHKU HaIlloOHAJbHUI
yHiBepCUTET» .

OrmeBa Oxcana EBremreBHa — ac-
OUPAHT Kadenpbl MWHPOPMATUKU U
KOMITBIOTEPHBIX TexXHoJoruii Xep-
COHCKOT'O HAITMOHAJIbHOTO TeXHU’Ye-
CKOI'0 YHUBEPCHUTETA.

Ocunenko Bomxogumup BacuasoBuu
— KaHAuUAAT TeXHiYHUX HayK, I0-
IeHT KadeApu aBTOMATHUKM i po0Oo-
ToTexHiuHNX cucreM Hamionanan-
HOTO YyHiBepcuTerTy OiopecypciB i
MIPUPOIOKOPUCTYBaHHA Y KpalHU.

Poransckuin ®@pann BopucoBuu —
KaHAUJAaT  TEeXHUYECKUX  HaYK,
mpodeccop, 3aBedyIOIUi Kademapsl
MHGOPMATUKN ¥ KOMIIBIOTEPHBIX
TeXHOJIOTUIT XepCOHCKOro HAaIlMo-
HAJbHOTO TEXHUYECKOTO YHUBEPCHU-
TeTa.

CamrkoB Agaekceit BukTopoBuu —
JTOKTOP TeXHWYECKMX HayK, IIpo-
deccop, mexkan HammonaabHOIro
aBHAIIMOHHOTO YHUBEPCUTETA.

132

Cunxo Bajgepuit HBanoBuu —
KaHAUJAT TEeXHUYECKUX HayK, I0-
IIeHT, BeAYINUN HAYYHBIN COTPYI-
HUK lleHTpanbHOrO Hay4YHO-UCCJIe-
moBaTesibcKoro mHetutryra MO VK-
paunHbI.

Cramuun Teoprmit IOpweBuu —
crapmuii IpenogaBaTeJb Kadeapbl
NHQPOPMAIIMOHHBIX TEXHOJIOTUN U
cuctrem HarnmuoHanibHON MeTaJJIyp-
rudecKkoii AkageMun Y KpauHBbI.

CroBmuenko HBan BiaagumupoBuu
—CcTapIinni npenogaBaTeb Ka-
denpbl MHPOPMAIMOHHBIX TEXHO-
Jgorui m cucreMm HamuonaabHOI
MeTaJLIypruueckoin AxageMuu ¥ K-
pamnHBEI.

Tyrsik Baaepuit AHaATOJbEeBHY
npogeccop, O.T.H., IIpodeccop Ka-
denprl pusuru HaimmonanbHON Me-
TAJJIYPTUUYECKON aKaJleMUuun

Yusxenrxosa Pormema AJexcaH-
APOBHA — JOKTOP MEIUIIMHCKUX
HayK, BeIyIUili HaAYYHBIA COTPYIA-
HUK WMHCTHUTYyTAa OMODUBUKU KJIET-
ku PAH.
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PETAKIIIITHA PATA

Beanuko Onexkcauap I'puropoBuy

mpodecop, JOKTOP TeXHIUYHUX HAYK, PEKTOP

(zon06nuUll pedaxmop)

T'acux Muxaiijgo IBaHoBuu4
akamemik HAH VYxkpainu

Heitnexo Jleonin MukoJsaiioBuu
mpodecop, JOKTOP TeXHIUHUX HAYK

HMimuk Poctucnas IlerpoBuu
npodecop, JOKTOP TEXHIUHUX HAYK

O pons Mukosa MuxaitjioBuu
mpodecop, AOKTOP TEXHIUHUX HAYK

IBamenko Basepiit IleTpoBuu
mpodecop, JOKTOP TeXHIUHUX HAYK

Kopo6ouka Onexcanap MukoJsaiioBuu
(64eHuill cekpemap)
mpodecop, JOKTOP TeXHIUHUX HAYK

Mananuyk Banentun IlaBiroBuu
mpodecop, JOKTOP TeXHIUHUX HAYK

MuxaasoB Onexcauap lmmiu
(3acm. 201061020 pedaxmopa)
mpodecop, JOKTOP TEXHIUHUX HAYK
IIpoiinak HOpiit CepriitoBuu
mpodecop, JOKTOP TeXHIUHUX HAYK

Creoaanro Ilasio OsexcifioBuy

npodecop,ToKTop (pismKo-MaTeMaTUUHUX

HayK

XpuuirkoB Banepiii €BrenoBuu
mpodecop, JOKTOP TEXHIYHUX HAYK

IlTaToxa Bosogumup IBanoBUY
npodecop, TOKTOP TEXHIYHUX HAYK

IIymeiiko Anekcanap AlekceeBUY
mpodecop, JOKTOP TEXHIUHMX HAYK

HamionasbHa MeTanypriiina
akaaeMia YKpalnu

HamnionasnbHa MeTanypriiina
akazeMisa YKpalHnu

HamionasbHa MeTanypriiina
akazeMia YKpalnu

HamionanbHuil ripEuyii
YHiBepCcUTET

HHimTponeTpoBChK U
HaIliOHAJBbHUM YHIBEPCUTET

HamnionanbHa MeTanypriiina
akazeMisa YKpalnu

HHITpoA3epKMHCHK U
Jep:KaBHUN TeXHiuHUM
yHiBepcuTer

HHiTpomeTpoBChKU
HaIliOHAJBbHUM YHIBEPCUTET

HamnionasnbHa MeTanypriiina
akageMia YKpalHnu

HamnionasbHa MeTanypriiina
akazeMia YKpalHnu

HHITTpOA3EePKMHCHK U
Jep:KaBHUMN TeXHIiUHUHN
yHiBepcuTeT

HamionanbHa MeTasyprifina
akazemia YKpaiHnu
HamionanbHa MeTasyprifina
akazemia YKpaiHnu

JHITpOoA3ep:KUHCHKUU
Jep:KaBHUN TeXHiuHMHI
YHiBepcuTeT
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