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UDC 004:519.816

Y.N. Bardachev, O.E. Ogneva, S.V. Vyshemirskaya

MODEL OF SUPPORT OF DECISION-MAKING FOR
DETERMINATION OF EFFECTIVE MANAGEMENT OF
THE INDUSTRIAL ENTERPRISE

Annotation: the model for economic indicators forecasting of the
management efficiency on the industrial enterprise, which based on the joint
application of interval forecast and fuzzy mathematics, is developed.

Keywords: management efficiency assessment, illegible sets, illegible
forecasting, illegible interval estimation, linguistic variable, function of accessory.

Introduction.The problem of an estimation of management
efficiency of the enterprise is one of the sharpest, that subjects of
managing face in the process of the functioning in the conditions of
dynamically changing market environment.

Forecasting is a key moment in the process of making
administrative decisions since efficiency of any decision depends on
sequence of events which can arise after its acceptance. Opportunity to
predict uncontrollable aspects of these events before decision-making
allows to make the most expedient choice [1].

Problem definition.For an estimation and forecasting of indicators
of effective management of the enterprise in case of considerable
information uncertainty expert methods of forecasting get effective
application. However, as a rule, various experts differently estimate
value of indicators and therefore it is very difficult to set a dot
estimation. For similar situations they use the device of illegible sets
which operates with indicators in the form of illegible numbers.

Solution methods.In the unfolded form the situation of making the

administrative decision is characterized by game model <I, dJ, u> [2],
where:

-1 ={1; 2;...1;...k} - known set of indicators of effective management
of the enterprise;

-J = {1; 2;...j;...n} - known set of scenarios of conditions of
efficiency (possible conditions of the economic environment);

-K = My, :(pij) - completely or partly known matrix elements of

© BardachevY.N., OgnevaO.E.,VyshemirskayaS.V., 2014
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which - set the corresponding values of estimates of accessory function

of an i indicator to a set of the most reliable values in the conditions of
j situation.

Let the situation of estimation and forecasting of indicators of
economic efficiency of management be characterized by the following
components:

1. 1= {1;2;3;4} - known set of indicators (criteria) of an estimation ;

2. J :{1;2;3;4;5} - a known set of scripts of conditions of the
economic environment considered by decision-makers ;

3. M= Hygs = (Uij) - partially known matrix which elements set the

corresponding values of estimates of accessory function of an i indicator
to set of the most reliable in the conditions of j script .

Exact true values of all elements of a payment matrix are unknown,
but experts found intervals which possess their values:

Hy1 0[0,0;0,1] pyp 0[0,15:0,25] pys 0[0,350,45] pyg 0[0,55:0,65] uy5 0[0,75;0,85],

ey 0[0,15;0,25), nye 0[0,25;0,35), nps 00,450,655, toy 0[0,65;0,75, uas 0[0,85;0,95),

gz 0[0,25;0,35), ngs 0[0,35;0,45), 155 0[0,55;0,65), ug, 0[0,75;0,85], uss O[0,95:1,0],
g 0[0,35;0,45), 1ys 0[0,45;0,50], nzs 0[0,65:0,70], us, 0[0,85;0,90], uss 0[0,95;1,0]

The sence of a method of illegible forecasting consists in
consecutive narrowing of interval expected value to the corresponding
illegible number. The initial interval of possible values of an indicator
on the period of forecasting is established on the basis of group
examination by determination of the minimum and maximum values of
the left and right border of an interval of the forecast. This interval is
the input parameter of iterative procedure of receiving expected illegible
number.

The algorithm of realization of a method of illegible forecasting of
indicators of management efficiency has the following appearance [3]:

1. Forecasting problem definition.

2. Formation of expert N number group.

3. Definition on the basis of expert polling of a set A:

A= {(ai,a_i)i =1, N},whereai,a_i — correspondingly left and right

borders of an expected interval of i expert.
4. Finding of an initial group interval estimation of expected value:

@,B}m =min{ai,i :1,N},B = maxja;,i =1,N}

ISSN 1562-9945 5
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Definition of illegible number P (approximately equals @ +E) /2)
and its interval f.

5. Check of an enclosure of an interval of expected values of a
confidential interval of illegible number (ﬁ—m)s B. If the condition is
carried out, transition to a step 12, else — to a step 7.

6. Formation of three alternatives of the interval forecast by
breakdown of an initial group interval estimation of expected value into
three equal blocked subintervals (with extent of overlapping -50% ):

Ay = (ﬁ,ai) = (m, m + 23);
A, :(%,Q)Z@Jraﬁ_());,where 6=(m—m)/4
Ag = (%’g) = (6 _25’5)

7. Formation by experts of individual matrixes of paired
comparisons of alternatives in preference degree.

8. Definition of a group matrix of paired comparisons of
alternatives by definition of its elements as average geometrical of the
corresponding elements of equidistant matrixes of paired comparisons.

9. Calculation a vector of group priorities of alternatives
p = (D1, P2, D3)

10. Definition of the interval forecast @, E),m = P12y + Pgay + P3ag

11. Definition of the illegible forecast in the form of illegible

number P and its function of accessory.

The analysis of the received results.Lets consider application of this
method for the solution the problem of an illegible estimation and
forecasting of a financial state of the enterprise.

Stage 1. Creation of linguistic wvariables: A — "Management
efficiency indicators”, B — "Reliable states”. Analyzing different types
of conditions of the linguistic variable "Management efficiency

indicators”, we will be set by a set {|J}, which is suited by five illegible
T-numbers of{B} type B, =(0,0;0,0;0,15;0,25); B, = (0,15;0,25;0,35;0,45)3
Bs = (0,35;0,45;0,55;0,65); B, = (0,33;0,65;0,75;0,85) ; Bs = (0,75;0,85;1,0;1,0).

To function of accessory U(V) there corresponds the illegible
number 3 = (0(1;0(2;0(3;0(4), where 0;;04 - abscissaes of the lower basis of

a trapeze, Oy;03 - abscissae of the top basis of the trapeze setting p in

6 ISSN 1562-9945
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area with nonzero accessory of the carrier V to the corresponding
illegible subset. Numbers 3 are trapezoid numbers.

Stage 2. Definition of a set of expected values of indicators of
management efficiency on the basis of expert polling:

Hy; 0[0,0;0,1] ;5 0[0,15;0,25], 5 0[0,35;0,45), 1y 4 1[0,55;0,65), 115 0[0,75;0,85),
Hyy 0[0,15;0,25], ye 0[0,25;0,35], os 0[0,45;0,55], 1oy 0[0,65;0,75), 1es 0]0,75;0,85],
ls; 0[0,25;0,35), ugs 0]0,35;0,45), uzs 0[0,55;0,65), uz, 1[0,75;0,85], ugs 0[0,95;1,0],
ly; 0[0,35;0,45], 4o 0[0,45;0,50], 35 0[0,65;0,70], u3, 0[0,85;0,90], i35 0[0,95;1,0]

Stage 3. Group interval estimation of expected value, definition of
illegible number and its interval f:

(my,my) = [0,0;0,85], By = 0,425, p, 0[0,0;0,75]

(my, my) = [0,15:0,85], B, =055 B; 0[0,0:0,85]

(mz,ms) = [0,25:1,0], B; = 0,625, g, 0[o,15:1,0]

(my,my)=[0,3510], B, 0675, p, 0[0,25:1,0]

Check of an enclosure in a confidential interval:

- my)- 085 >,

(m2 —@)20,85 Bs

(mz -my)=0,75<p,

(my - m,)=0,65 <,

Stage 4. As for indicators 2-4 condition of an enclosure carries out,
then expected values remain for further calculations. For an indicator 1
condition of an enclosure isn't carried out therefore we will create three

alternatives of the interval forecast in the form of three blocked
subintervals:

A; = (ag,a7) = (0,0;0,425)
A, = (ag,a5) = (0,2125:0,6375);
A; = (ag,a3) = (0,425;0,85)

Stage 5. Definition of a group matrix of pair comparisons of
experts’ alternatives:

ISSN 1562-9945
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[0,285]
A:mcn = [0’345]
[0,625]

Calculation of a vector of group priorities of alternatives:
p =(0,23;0,27;0,5)
Stage 6. Definition of the interval forecast:

(my, my) =[0,27250,695], (m; -m,)=0,4225<p,

Thus, we received the illegible forecast of indicators of effective
management of the enterprise:

[0,27;0,7]
- |[0,15;0,85]
P =

[0,25;1,0]

[0,35;1,0]

As result of calculations - an interval estimation, it is impossible to
estimate unambiguously extent of influence of a concrete indicator on
management efficiency. In this regard there is a problem of
formalization of an interval indicator of effective management of
activity.

It is possible to solve this problem by a quantitative estimation of
indicators of efficiency by means of the theory of illegible logic. Illegible
representation in structure of model appears in connection with illegible
interpretation of level of efficiency.

Criterion of effective management of activity of the enterprise is
some number from the range [0,1] which corresponds to “extent of
achievement of goals”. The more value of criterion is, the higher is
effectiveness of activity management of the enterprise.

Effectiveness of the management of the enterprise is described by a
linguistic variable X with the name "Effectiveness of the management
of the enterprise”. Then the four of the remained properties of a

linguistic variable <T, U,G, M> can be defined so:

1. universal set of U=[0,1];
2. term set T= { "low", "average”, "high"” } with such functions by
accessories:

8 ISSN 1562-9945
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1,ecim0<u<0,15

W ppexmi = 110(0,25 —u), ecan 0,15 <u < 0,25
0,eciun 0,25 <uc<l1

0, ectu 0<u<0,35

10(u - 0,35), ecau 0,35<u<0,45
=<1, ecanm 0,45<u<0,65

10(0,65 —u), ecam 0,55 <u<0,65
0, ectu 0,66<u<l

H- cpenHUA

0,ecim0<u<0,75
M prrcorui = 410(u = 0,75), ectn 0,75 < u < 0,85
1,ectn0,85<uc<l

3. the syntactic rule G, generating new terms with use of
quantifiers "higher”, "or"”, "not"”, "below";

4. M will be the procedure putting to each new term in compliance
an illegible set from X by rules: if terms A and B had functions of

accessory Ha(u) and pg(u) correspondingly, new terms would have the

following functions of accessory set in tab. 1.

"Low"” level of efficiency of the activity management of the
enterprise means that there is a full confidence that efficiency of
carrying out the work within all functional areas is low. Goals aren't
achieved. Dynamics of growth is absent.

Level of efficiency of the activity management of the enterprise
"below an average” means that it is quite possible,that separate kinds of
activity (one or two) are characterized by the average level of efficiency.
The enterprise partially achieved the goals. Dynamics of growth is
observed, but growth rates are slowed down.

Level of effective management of activity of the "average”
enterprise assumes that there is a full confidence, that efficiency of the
works performed within functional areas of the enterprise has the
average level. The enterprise achieved goals, but costs of their
achievement exceeded the planned level. Dynamics of growth
corresponds to growth rates.

Level of effective management of activity of the enterprise "above
an average means that the enterprise achieved goals, but the low level
of efficiency on separate activities has to cause proper response of the
management. Growth rates advance dynamics of growth.

ISSN 1562-9945 9
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Level of effective management of activity of the enterprise "high”

means that the enterprise is effective in carrying out the functions and
achieved goals. Constant dynamics of growth rates is observed.

Tab. 1
Functions of accessory for a linguistic variable

Quantifier Function of accessory

0, ectu 0<u<0,15

10(u - 0,15), ecau 0,15<u<0,25
Below average | Myume cpegmero” = 11, ecau 0,25 <u < 0,35

10(0,45 - u), eciu 0,35<u<0,45
0, ecim 0,45<u<l

0, ecim 0<u<0,55

10(u - 0,55), ecau 0,55 <u<0,65
Above average | Wpume cpemero” = 11, €cam 0,65 < u < 0,75

10(0,85 - u), ecau 0,75<u<0,85
0, ectu 0,85<ucx<l

Thus, presence of a scale of levels of effective management of the
activity of the enterprise created on the basis of the theory of illegible
logic gives the chance by identification of a settlement indicator with its
interpretations, to determine an actual level of effective management of
activity of the enterprise. It, in turn, is justification for development of
actions for providing and support the increase of dynamics of growth of
effective management of the activity of the enterprise directed on
achievement of the common and private goals [4].

The considered mathematical tools allow to estimate qualitatively
effective management of the enterprise and it is rational to organize
activity of the enterprise.

Conclusions. The device of illegible logic is effectively used for the
solution of economic problems of estimation and forecasting of
indicators of effective management of the enterprise.

Use of the offered model of an estimation and forecasting of
economic indicators of the efficiency management of the industrial
enterprise based on combined use of the interval forecast and illegible
mathematics allows to resolve an objective correctly. This approach
allows to model adequately decision-making process.

10 ISSN 1562-9945
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UDC 004.032.26
Yevgeniy V. Bodyanskiy, Alina Yu. Shafronenko

TABLES OF DATA WITH GAPS RESTORATION USING
MULTIVARIATE FUZZY EXTRAPOLATION

Annotation. The problem of the missing values in the data tables filling by
using the method of multivariate fuzzy extrapolation is proposed.

Key words.Data Mining, data with gaps, multivariable fuzzy extrapolation,
neural networks.

INTRODUCTION

In many Data Mining problems, associated with the processing of
information presented as the table “object — property” data may contain
missing values (gaps), information in which is lost. The problem of the
missing values restoring has received sufficient attention [1-3], in this
case as the most effective now are neural networks [4-8]. However,
methods of missing values filling based on the restoring of hidden
dependencies which are data in the table realization, i.e. explicitly or
implicitly in the process of filling the "gaps” is synthesized
mathematical model of the phenomena that are described by the table,
i.e. solve the identification problem [9, 10].

In practice, the situations often occurs when the dimension of the
feature vectors in the table and the number of observations are the same
order, i.e., amount of date for mathematical model synthesis is not
enough. In this case, the methods of space extrapolation [11] that allow
to construct estimates of vector field values using little sets of
individual observations can be successfully used.

As one of the most effective approaches based on space
extrapolation method the multivariable linear extrapolation (MLE) [11,
12] can be used for recovery of linear functions in the case of
insufficient number of observations. MLE can be used for the
restoration of non-linear dependencies too, in this case the nonlinear
function is determined for not all available observations, but using
nearest situation in sense of adopted metrics.

The main disadvantage of MLE is its numerical complexity because
the method is based on solving the optimization problem associated with
finding the orthogonal projection onto the set of vectors undistorted by

© BodyanskiyYevgeniy V., ShafronenkoAlina Yu., 2014
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missing values. In this case it is necessary to solve the pseudoinversion

task [13] for high-dimensional matrices. The following limitation of the
method is the fact that in the original table “object - property” number
of vectors of observations without missing values must exceed the
number of “bad” vectors with gaps. If all the vectors of the table
contain “missing values”, MLE is no effective.

In this situation, it seems appropriate to develop simple and
effective method for recovering of missing values with a large number
of gaps, and in this case instead of the traditional metrics if is
convenient to use the concept of membership levels adopted in fuzzy
systems and neural networks that are now form main direction in
Computational Intelligence [14].

1. PROBLEM STATETMENT

Let we have usual table “object - property” that is shown in Table 1

Table 1
1 . p ] n
I | xq X1p X1j X1n
l Xi1 Xip Xij Xin
k Xp1 e Xgp o e - we XEn
N XNi e+ XNp o | XNj| e XNn

that contain information about N — objects each of that is described

by (14Yn) - row feature vectors X; =(X;,...,X;

iprerer X

oo Xy) . Let’s
assume that N, rows may have one or more missing values, and
N - N,ones- completed in full. This does not exclude the situation
whenN, = N i.e. all vectors contain the missing values, the number of
which in each row n, <n,i =12,...,N.

During processing, the table must be filled in the missing values so
that the recovered elements were in some sense the most "similar” or
"nearest” to a priori unknown regularities hidden in this table.

ISSN 1562-9945 13
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2. THE MULTIVARIABLE FUZZY EXTRAPOLATION METHOD

Let’s represent Table 1 in the form of (N Xn) - matrix X, in which,

in the simplest case are absent one element Xx; or more generally

Zilni elements. All data are previously centered and standartized by

all features, so that all observations belong to the hypercube[-1,1]".

Therefore, the data  form array X = {X)5e0rXpseenn Xyt DR,

~ g~ ~ ~ T ~ .
X, = Xppsees XppeerXy,) , —1<%x,<1, 1<m<N, 1<gq<m, 1<i<n,

1<k<N. For each row x;, containing missing values we have to

estimate distances between it and all the other rows using the concept of
“partial distance” (PD), adopted in fuzzy clustering [15] and modified as

n n
Di(z.(i’ X)) = —Z(Xij - ij)zaj

IR U S

where

i

_ |0, if x,, or x, in j position contains missing value,
1 otherwise,

n, -total number of missing values in the same position in x,and
X, -

=

In this case we have to exclude from consideration x, for which

Zj:l 6J’ = 0.
Let us order further N < N -1 calculated distances so that
0 < Dminl = DAY < DA < < DAY < 4

(here the index in square brackets indicates the rank) and save for

N

further processing only N <N <N -1observations, that satisfy
inequality

2[1] ~
P <¢ 1=1,2,...,N,
4n

wheree- a certain threshold (0 <e<1).
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Using the concept of memberships, adopted in the standard fuzzy c-

~

means method [16],let’s calculate the membership level x;, to N still

under consideration vectors x, in the form

N

—2[1]
Ul)=—22—, 1=1,2,...,N,

N

z Dl_:.Z[q]

q=1

while if Df,[” =0, we automatically assume that U (i) =1.

Thus, each vector x;is approximated by the expression

X; =
1

U,(1)x,. (1)

~ N
=1

Let’s note too that MLE is used as an approximation of type (1),
but instead of memberships levels U,(i) the weights obtained by solving

the optimization problem, which is not always solvable are used.
And finally, the last stage - to fill missing values. It is easy to see

that the estimate of missing element x; can be written as

~

N
Xy = 2 U)X,
1=1

The proposed method can be conveniently represented in the form
shown in Figure 1.

3. EXPERIMENTALRESEARCH

The provided results are presented on the fig.2. On this picture
shows a database that contains data connected with the X-ray plant.
Real data has been corrupted and restored by the proposed method based
on multivariate fuzzy extrapolation.

To estimate the quality of the algorithm we used the mean absolute
percentage error (MAPE). When estimating the quality of the recovered
data x-ray plant MAPE does not exceed 15 percent.

The problem of restoration of distorted data provided by the x-ray
plant using the proposed method, making it possible speed up recovery
hardware that is out of order.

ISSN 1562-9945 15
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The original table - Nxn
-matrix X
that contains missing values

Calculation of the partial distances
Dp(x.x,)

Ranking of partial distances
and removing far
distances

Calculation of membership levels
U,

Estimation of missing values in the
table

Formation of a fully
completed table

Fig. 1 - The method of multivariate fuzzy extrapolation in the task of

B exp2 <1746 double>

1 2|
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The problem of the missing values in the data tables filling by
using the method of multivariate fuzzy extrapolation is proposed. The
method has clear physical sense, derived from the theory of fuzzy
systems, and characterized by computing simplicity and high speed data

processing.
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CONCLUSION

Fig.2 — Results of experiments
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EVOLVING HIERARCHICAL NEURAL NETWORK FOR
PRINCIPAL COMPONENT ANALYSIS TASKS AND ITS
ADAPTIVE LEARNING

Annotation. Evolving hierarchical neural network architecture and adaptive

learning algorithms for processing of multi-dimensional stochastic non-stationary
signals in on-line mode were proposed.

Key words.Data Mining, Text Mining, Web Mining, principal component
analysis (PCA), principal components space, data compression, eigenvector.

Introduction

In many tasks associated with the large data sets processing, often
arises a problem of compression with minimal loss of information in
order to select the most essential features that define the nature of the
phenomenon under investigation, data visualization, their transmitting
over channels with limited bandwidth, etc. In the cases where
information that must be processed is given as a set of N n —dimensional
vectors x(1),x(2),...,x(k),...,x(N), =x(k)OR", the problem can be
successfully solved by using principal component analysis (PCA) [1],
consisting in the orthogonal projection of each vector-observation x(k)
to the first m (m <n) orthogonal eigenvectors, corresponding to the
largest eigenvalues of the correlation (nxn) data matrix. Actually, the

input data compression is carried out by finding the mapping
x(k)OR" - y(k) OR™

where  x(k) = (x,(k),X,(k),...,x,(k))", y(k) = (y,(k),y,(k),...,y,(K)",
and the principal component analysis task is reduced to finding an
operator that implements this mapping.

Currently PCA methods are sufficiently researched and developed,
but their use becomes much more complicated, when it is necessary to

process multivariate stochastic signal x(k), where k has the sense of the

discrete current time and generally doesn’t restricted. Instead of

© BodyanskiyYevgeniy V., DeinekoAnastasiia O.,
DeinekoShanna V., ShalamovMaksym O., 2014
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conventional batch processing in this situation, the alternative to the

standard PCA procedures is adaptive data compression based on neural
network technologies.

A number of artificial neural networks [2-6], that implement
principal component analysis ideas are known now. Either all of these
systems could be conditionally divided into two classes: neural networks
that implement sequential approach to the calculation of principal
components and neural network that implement parallel approach.

In the sequential approach, the most known member is Sanger’s
neural network [7], where the first neuron calculates the first principal
component and the corresponding eigenvector, then using a first
component the next neuron calculates the second component, third
neuron uses two already calculated principal components, and so on. The
advantage of this approach is the possibility to variate dimension of the
output signal m during the calculations. However, the disadvantage is
the low speed, explained by the sequential nature of the calculations,
which makes its inefficient when processing non-stationary signals.

In the parallel approach, whose typical representative is Karhunen-
Oja’s neural network [8, 9], data compression is carried out by the
orthogonal projection onto the subspace spanned to the eigenvectors
corresponding to maximal eigenvalues of the correlation matrix. This
network has enough good performance and its architecture is extremely
simple and coincides with the structure of self-organizing maps and
unidirectional associative memories and contains one layer of adaptive
linear associators. On the other hand, the Karhunen-Oja’s network
provides the not actually PCA, but so-called principal subspaces analysis
(PSA), wherein dimension of these subspaces m in the calculation
remains fixed.

The peculiar compromise between these two approaches implements
a hierarchical Rubner-Schulten-Tavan’s neural network, consisted of m
neurons— adaptive linear associators, wherein the j-—neuron output

signal calculated according to the expression
c & T T
y;(k) = Z w; (k)x; (k) + Z v, (K)y, (k) = w; (k)x(k) + v; (k)y, (k) = y; (k) +vy{(k),
i=1 h=1

j — 1,2,“.,m; i :1,2,...,n :h - 1,2,---,j _1, k:1,2,...,N .
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where w (k) = (w,(k), w,(k),...,w, (k)" 5 v,(k) = (v, (k),V;(k),...,V

j,j-l)T —(nx 1)
U ((j-1)x1) — synaptic weights vectors,

V1K) = (v,(k), y,,(k),...,y,.,(k))" = ((G—1)x1) — previous neurons outputs
vector, y;(k) = WJ.Tf((k), x(k) — centered relatively the current average

vector x(k), yj(k) = VjT(k)yj_l(k) . Its easy to see that this network is

similar to the Fahlman-Lebir’s cascade-correlation neural network
architecture [12].

This network is trained using the gradient algorithms with constant
learning rate parameter that doesn’t provided the necessary speed in the
processing of non-stationary signals, besides the number of calculated
principal components m are given a priori.

The main goal of this work is the synthesis of evolving hierarchical
neural network and its learning algorithms that have high speed and
provide the possibility to tune architecture during information
processing.

1. ADAPTIVE LEARNING ALGORITHMS

Synaptic weights w, are tuned using the standard Oja’s self-

learning rule [13], which is in fact Hebb’s normalized algorithm and has
the form

w; (k +1) = w; (k) +n,(%,(k) - w; (k)y;(k))y;(k)
or in vector form

wi(k +1) = w;(k) +n,(%;(k) - w,;(K)y;(k))y,(k), (1)

wheren  — learning rate parameter that determines the speed of

convergence.
During adjustment this algorithm minimizes the learning criterion
(Lyapunov’s function)

B (k) = %Hi(k) - wyy, @

whose gradient is determined by the expression

0, (k) = ~&(k) - w,y,(K)y,(k). (2)
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Synaptic weights v; are adjusted by wusing the antihebbian
algorithm, that has the form

th(k + 1) = th(k) - nvyj (k)yh(k), J < h,
or in vector form
vk +1) = v,(k) - n,y,&)y,_, (k) = v,(k) - n, (W] (K)X(K) + v] (k)Y (k)F, k). (3)

It can be shown, that learning criterion in this case has the form

B (0) = w] (00T, (v, (0 +

- 2 X 1
ViV =y yy + o))’
and its gradient —

0.E, (k) = wj (R)x(K)Y;_, (k) + ¥, Ry, K)v, = k) +y)O,y] =v,5,,4(K).(4)

In the conditions of non-stationary signals processing when rate of
convergence comes to the foreground, is advisable to use instead of
gradient algorithms with a constant step the second order procedures or
their approximations [14].

By introducing Levenberg- Marquardt’s one-step algorithm version

wi(k +1) = w,(k) - (0,E, ()0, (k) +B,1,)"0,E, (k),
v,(k +1) = v,(k) - (0,E, ()07 (k) +B,1_) " 0, E (k)

]

(heref,, B, regularization parameters, I , I._, — identity matrixes

-
of corresponding dimensions) and using the Sherman-Morrison’s formula
for matrix inversion, after simple transformations [15] with regard to

(2), (4) we come to the simple form [16]

, %00~ w, (), (k)
B, +vi(k)
y;(K)y,_, (k)

B, + v (0|7, )|

w,(k +1) = w,(k) v;(k),

6))

vk +1) =v,(k) -

It is easy to see that the recurrent procedures (5) are the
modification of the adaptive Kaczmarz algorithm [17, 18], conceived for
solving the principal component analysis tasks in on-line mode.

However, it’s known that one-step algorithms are very sensitive to
the various kinds of disturbances and noises that can be worsen the
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quality of the estimates. In connection with this it is necessary to

provide both tracking (speed) and filtering (smoothing noise) properties
for learning procedure. Applying the approach used in [19] for the
learning algorithms synthesis, instead of (5) we can introduce the
recurrent relations:
wik +1) = w,(K) + 1, (& (K) - w,(0)y,(K)y, (K),§ = 1,2,...,m,
r,(k)=ar, (k-1)+ yjz(k),O <ac<l,
v (k +1) = Vj(k) - I"::E (k)y](k)glj—l(k),

- 2
r,;(k) = ar, (k= 1) + v} (k) [§,., (K)|

(6)

wherea - smoothing parameter defining a compromise between
tracking and filtering properties of the algorithm.

Using the algorithm (6) means that the quantitym of principal
components m is given apriori and doesn’t change in the learning
process. At the same time the question remains: how big should be this
quantity to provide the required compression level of input data with
minimal information loss? In order to answer this question we can use
the evolving connectionist systems ideas [20], where not only synaptic
weights are learned, but architecture is also tuned.

2. EVOLVING NEURAL NETWORK ARHITECTURE FOR PRINCIPAL
COMPONENT ANALYSIS TASK

Rubner-Schulten-Tavan’s type evolving hierarchical neural network
architecture for principal component analysis is shown in Fig. 1.
Network nodes are adaptive linear associators with synaptic weights

W, V) = 1,2,...,m,..., and, moreover, it includes an adder Z , designed

for decompressing the compressed signal, and decision-making unit DM,
in which assesses necessarity to add additional neurons to network.

The network starts with only one Oja’s neuron, noted w,(k), and if

the quality of the reconstructed signal

%K) = w, (®)y, (k)

is worse than a certain threshold &.,, in the network the second
neuron is added with synaptic weights values w,(k), v,(k). It is easy to

notice that the addition of the second, third, w,(k), v,(k) and the next
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nodes, as well as their removal does not affect the work of other

neurons of network.
The number of neurons changing process continues until the
recovered signal

X9 = Y w,(97,)

accuracy will satisfy the inequality

R 2
1 x(k) - x (k)
EIE{]ST = _Z 2 S Eggre (7
S
(k)
)
[
Wi (K) ¥, (K)
**<g§> A0
DM K@ &g
@5\‘ w, (), (K)
v, (k)
W, (K)y, (k)

Yo * (Y (K)

Vo) —>
Ym(K)

1 Yona (K)

Fig. 1 — Evolving hierarchical neural network for principal component

analysis
As soon as the value Ej,, becomes smaller than the threshold value

€mr» the architecture changes process stops in unit DM. Since the

information processing occurs in on-line mode, the setup process
architecture can also occur continuously.
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3. EXPERIMENT RESULTS

For demonstrating the work of optimal learning rules Rubner-

Schulten-Tavan’s hierarchical neural network data from dataset Wine
[21], representing the performance of chemical analysis and tasting of
three varieties containing 178 values (13 attributes) were used. Using
neural networks two tasks have been solved: the major components have
been found all and the dimension of the input data has been reduced to
2. For each task experiment was carried out at different initial
conditions 100 times, the results were averaged. As estimates of the
results mean absolute percentage error was used MAPE. Table. 1 shows
the results of algorithm work that are compared with the results of the
standard learning algorithm of Rubner-Schulten-Tavan’s neural
network.

Table 1
The results of the working of learning algorithms forRubner-Schulten-
Tavan’s hierarchical neural network

Hierarchical neural network | Hierarchical neural network

with gradient learning with adaptive learning
algorithm algorithm

Finding all of the principal components

Error 0,08 0,17

Time, sec 0,53 1,05
Finding all of the principal components

Error 0,49 0,69

Time, sec 0,13 0,19
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Pic. 2. — Data for the “Wine” dataset after compression to the two-
dimensional space: a) using the hierarchical neural network with adaptive
learning algorithm, b) using the hierarchical neural network with gradient

learning algorithm

From Table. 1 it can be concluded that a hierarchical neural
network with adaptive learning algorithm in the dimension reduction
task works on average 15% more accurate than a hierarchical neural
network with gradient learning algorithm, while possessing the speed of
convergence is 33% higher. In finding all the main components of a
hierarchical neural network with adaptive learning algorithm works in
an average of 12% more accurate and 49% faster.

Conclusions

Evolving hierarchical neural network architecture and adaptive
learning algorithms for processing of multi-dimensional stochastic non-
stationary signals in on-line mode were proposed. The neural network is
characterized by simplicity of numerical realization and allows changing
the number of estimated principal components during adjustment
without retraining of existing neurons was introduced.
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IMAGE SEGMENTATION WITH FUZZY J-MEANS
METHOD

Abstract. The reason for novel method development consists in absence of
existing ones that could quickly cope with undefined overlapping image segments
without trapping into local extremum. As image segmentation is closely related to
clustering, boundaries between image segments are decided to be presented using
fuzzy clusters. Crisp and fuzzy solutions to image processing are observed in this
paper along with matrix modification of fuzzy J-means clustering that is proposed
based on modified fuzzy C-means algorithm.

Keywords: image segmentation, crisp clustering, fuzzy clustering, C-means, J-
means matrix modification

Introduction

Spatial segmentation is an important phase in many image and
video processing applications. It assumes partitioning the whole field of
view into uniform, in a sense, areas of interest. The union of such
neighbouring partitions appears to be different from the specified point
of view. Therewith, vector space may be presented using visual or
geometric features obtained from image pixel information analysis.
Among a large variety of image segmentation techniques, clustering is
considered one of the most effective [1].

Clustering multidimensional observations is one of the key problems
from a wide research area known as ‘data mining’. The challenges faced
here are as follows: different distribution law of initial data that is a
priori unknown, necessity in real time or near real time processing,
variety of cluster shapes and their overlapping, existence of noise and
outliers, without mentioning difficulties in initial partitioning and
similarity metric choice. Many methods have been already developed for
solving these problems, starting from strictly mathematically formalized
and up to heuristic based ones [2, 3]. Despite huge efforts in this field,
the aforementioned problems are left partially unsolved.

The most frequently used approach to clustering problem consists in
partitioning feature vector space implemented by finding p vectors of

centroids C(l), 1=1, 2,..., p around which clustered sample vectors are

grouped. Well-known methods, there, with extended mathematical

© BogucharskiyS.I., KagramanyanA.G., MikhnovaO.D., 2014
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grounding are those connected with sum of squares minimization (in

terms of Euclidean metric) of intra-cluster distances between vectors of
observations and calculated centroids. Among centroid based methods,
H-means, K-means, C-means, J-means and their modifications [2-7] have
gained great popularity.

Despite of their effectiveness, centroid based methods (such as K-
means, H-means and fuzzy C-means) possess the same drawback: they
tend to stuck at local extremum during optimization process. This
problem occurs quite often for multiextremal optimization, and to
overcome it, there are several approaches: from simple search restart or
global random search application [8] and up to using more complicated
genetic or immune algorithms. Unfortunately, these approaches
significantly increases time needed for multimedia information
processing that is unallowable while working with video data bases
containing huge amounts of visual information.

Vector clustering procedures with global properties are J-means
method for crisp clustering [5] and its fuzzy case FJM (abbreviated from
‘fuzzy J-means’) [9]. When optimization procedure traps into a local
extremum, these methods accomplish ‘jumps’ in the vicinity of the
extremum, which leads the procedure out of the trap to the attraction of
a more ‘deep’ extremum. In further sections, crisp and fuzzy image
segmentation via clustering is observed along with matrix modification
of fuzzy J-means method that is proposed and discussed in application
to image segmentation.

1. Crisp and Fuzzy Image Segmentation

Boundaries between image segments may be of two types. They can
be presented as strict separate objects and overlapping objects. The
latter is even more practicable because real objects usually overlap each
other and the background, i.e. they are not clearly defined. The same
thing is true for crisp and fuzzy clustering. In the first case, cluster
boundaries are strict and one observation (image pixel, for instance) is
related to one and only one cluster, i.e. clusters are mutually exclusive.
In fuzzy clustering, some observations may belong to more than one
cluster with membership value specified [1].

Consider crisp form of image segmentation, during which an image
given by (M x N)-matrix containing pixel information is partitioned into

uniform, in a sense, classes (segments or clusters). With this proviso,
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the initial image matrix is divided into ‘window’ blocks of size

(m £ M)X(n <N). Then, after each of these blocks is converted

(vectorized) into (mnx1)-vectors of amount N° = MN(mn)™', any of the

aforementioned clustering algorithm is applied. From substantive and

computational points of view, ‘windows’ x(k):{xiliz(k)} OR™";

i, =1,2,...,m; i,=1,2,...,n; k=12,..., N* = MN(mm)' are more
preferable for processing than vectorized data. Among the whole

multitude, the best partition P :{Cll, ClL,..., Clp} should be found in

some accepted sense under condition of p non-overlapping clusters
CLnCl =0;1#q; 1,q0[1 p| (1)

and matrix centroids C ={C(1), C(1),..., C(p)}, providing minimum

value of the objective function

min E = min E(x(k), C(1)) = min ) zp: H(x(k), C)Sp(x(k) - CL)(x(k) - C1)" (2)

N
k=1 1=1

where Sp() denotes the trace of matrix,
1, if x(k) O Cl,,
0, otherwise.

H(x(k), C(1)) = {

Solution to the optimization problem of objective function (2) can
be simply presented as follows:

1 2. H(x(k), C)x(k)
CO =+~ Y x(k) =+ (3)
e > Hx(k), CD)

where N, is the number of samples belonging to cluster Cl,. In fact,

the solution is reduced to finding matrix centers of weight in
corresponding clusters.

Though, as it was already mentioned, condition (1) is not always
held in real-world image processing applications, and cluster overlapping
occurs very often. In other words, as a rule, it is impossible to set one-
to-one correspondence of a ‘window’ with one or another particular
segment. In vector space, such problems are successfully resolved with
fuzzy cluster analysis where fuzzy C-means method (FCM) has gained
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the greatest popularity for pattern recognition and computer vision
systems [1, 10-12].
FCM matrix modification was introduced in [13]. The following

expression, there, was used as an objective function

%

B = Bx(k), O) = > Y b (x(k), CAYSp(x(k) - CANE() O (4)
with constraints
3G9, C1) = 15 0 < 3, CO) <N'5 1=1, 2,00, (5)

Here, pu(x(k), C(1)) is the value of sample x(k) membership in
cluster Cl,, =0 is the parameter named ‘fuzzifier’ that specifies the

level of edge overlapping for adjacent segments (usually 3 = 2).

The following result is obtained after optimization of objective
function (4) under constraints (5):

u(x(k), C(l) = (Sp(x(k) - CA)x(K) - CA)T)
Zi): (Sp(x(k) = C))(x(k) - C1))")
N* - (6)
Z 1P (x(k), C(1))x(k)
C(l) = k=1N* ,
> 1 (x(k), C(D)

and if =2, then the following simple expression is obtained [13]
corresponding to popular J. Bezdek procedure generalization for the
matrix case [14]:

Sp(x(k) - CA))(x(k) - CA)"H)™
xR, Oy = SR ~COx) €YY
> Spx(k) - C)(x(k) - CA)")™
1=1

N” 7
ZHZ(X(k), C)x(k) )

1
N*

> e (x(k), €M)

CQ) =
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2. Matrix Presentation of Fuzzy J-means

In connection with fuzzy image segmentation, fuzzy J-means
method is reasonable to be extended to the matrix case. Moreover, it
turns out that J-means significantly outperforms previously observed
centroid based methods when many clusters and observations are
present. Fuzzy J-means method consists in random movement of
intermediary centroid (trapped into local extremum during optimization
procedure) into empty points (that are not centroids) located in vicinity
until reaching more ‘deep’ extremum being a centroid. Then, the
obtained crisp solution is recalculated into fuzzy one by determining
membership levels and refining all the cluster centroids.

FJM method is implemented in two main stages: finding local
optimums using standard FCM with consecutive finding more °‘deep’
minimums via FJM-heuristic.

The first stage assumes the following sequence of steps.

Step 1. Specifying initial quite random partitioning
P ={Cl, ClL,..., Cl } with centroids C(1), C(2),..., C(p); fuzzifier B and

threshold € > 0 that determines condition of algorithm termination.

Step 2. Calculation of membership values H(x(k), C(1)) using the
first relation from (6) (for arbitrary B) or the first relation from (7) (for
B = 2) with centroids that are got from the previous step.

Step 3. Recalculation of centroids C(1), C(2),..., C(p) using the
second relation from (6) (for arbitrary [3) or the second relation from (7)
(for B = 2) with membership values got from the previous step.

Step 4. Estimation of spherical norm of difference between the
previously obtained centroids and those calculated at the third step.

Step 5. Check for termination conditions. If the obtained norm is
less than €, the algorithm terminates; if the obtained norm is greater
than €, return to step 2 with centroids located as after applying step 3.

The algorithm proceeds iteratively until termination condition is
reached, and the solution will be presented by coordinates of local
optimum in linear programming problem for (4), (5).

The second stage is a phase of jumps when random moves are
performed in vicinity to the obtained local minimum in order to reach
more ‘deep’ extremum.
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It was shown in [10] that the general optimization problem (4) with

constraints (5) can be reduced to unconstrained optimization with a
specific presentation of objective function which can be written in
matrix form as follows:

E = E(x(k), C()) = Z (Z: (Sp(x(k) - CO)x(k) - CW)")' ), (8)

for arbitrary values of fuzzifier 3 and

E = E(x(k), C()) = Z (i (Sp(x(k) - C)x(k) - CANH ™)™ (9)

for B =2.

Then, jumps are performed from any of the obtained centroids C(l1),
1=1,2..., p. In other words, the chosen centroid is replaced with any
sample x(r), and after that, the value of objective function (8) or (9) is

calculated in the following view:

E = E(x(k), x(r)) = Z (i (Sp(x(k) - x(r))E(k) - x(r))") ") (10)

or

E = E(x(k), x(r)) = Z (i (Sp(x(k) — x(r)x(k) - x(r))") )" (11)

If values (10), (11) turn out to be less than (8), (9) for some x(r),
the decision is made that a better centroid is found for cluster Cl,.

Then, all the membership values are recalculated using the first relation
from (6) or (7). Such jumps are performed in vicinity of each centroid
got at the first step. If it turns out that jumps in vicinity of all the
centroids do not perfect the value of objective function (10), (11), then
decision is made concerning termination of optimization process or
jumps are performed again in vicinity of greater radius. Practically,
this process may continue until empty points run to an end. The latest
found local extremum is considered to be global one. Despite of
seemingly bulky description, optimization process is quite simple from
computational point of view.
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Conclusion

It has been stated that strict boundaries between neighbouring
segments are not always determinable in an image. For the purpose of
quick and efficient image segmentation under condition of overlapping
classes, matrix modification of fuzzy J-means method has been
proposed. The developed method is based on matrix modification
designed for fuzzy C-means clustering with the mechanism of random
jumps, which provides finding global extremum of the accepted
objective function. Computational simplicity of the method ensures its
application for large-scale multidimensional data and guarantees
resolving wide range of fuzzy clustering problems in matrix spaces.
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DATA MININGMETHODSBASED ONSELF-
ORGANIZINGMODELS
Abstract. The paper proposes analysis ofdata miningmethodsbased onself-
organizingmodels. Reviewing the basic idea of the modified Group method of data
handling (GMDH) known as the Group of Adaptive Models Evolution (GAME)
network. Presents an original idea of active neurons (different activation function

are sorted), this idea might be used to improve the efficiency of models based on the
generalization of structures of iterative and combinatorial type algorithms.

Keywords: data mining, domain ontology, ontological information, generalized
iterative algorithm , inductive modeling, structures of data, handling and storing of
information.

Introduction

Problems of data mining complex systems can be solved using both
the logical deductive methods and sorting-out inductive ones. Deductive
methods have advantages in the case of simple modeling tasks, if there
is known the theory of an object being modeled and therefore it is
possible to build a model based on physically based principles using
knowledge of processes in an object. But these methods can not give
satisfactory results for complex systems. In this case, an approach of
knowledge extraction directly from the data based on experimental
measurements has an advantage. A priori information about the
properties of such objects may be only minimal or even absent.

One of the most well-known modeling techniques devoid of problems
described above is the group method of data handling that discovers
knowledge about the object directly from the data sample.

Group method of data handling is currently widely used in solving
various problems and actively applied in tasks where usage of
conventional algorithmic solutions is ineffective or even impossible. To
increase accuracy and expand horizons for GMDH application, many
researchers have been studied some aspects of GMDH and proposed as
well as developed hybrid-type algorithms. At present many domestic and
foreign researchers like E.Bodyanskiy (Ukraine), P. Kordik (Czech
Republic), T.Kondo (Japan) and others are actively developing GMDH-
like systems based on multilayered algorithm. For instance, in [1] the
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use of genetic algorithm is described for optimization of multilayered
GMDH structure, and factors are finding at that by the method of

singular decomposition (SVD, Singular Value Decomposition).

1. GMDH as a polynomial neural network

Both the GMDH author Ivakhnenko and many users of his method,
especially in the last 20 years when artificial neural networks have
gained wide popularity, began to call its typical structure also as a
neural network. Moreover, in recent years GMDH algorithm among the
professionals abroad is called often as Polynomial Neural Network
(PNN).

Here one of the main elements of iterative GMDH algorithms,
namely any partial description, can also be considered as an elementary
neuron of the neural network PNN GMDH. The structure of such
neuron for the quadratic partial description is shown in Fig. 1. The
originality of the neural network with such neurons consists in speed of
the process of local adjustment of weights of neurons and automatic
global optimization of the network structure (number of units and
number iterations or hidden layers).

X @

X: @

Fig. 1. Structure of GMDH neuron with the quadratic particular description
[2]

Elements of polynomial GMDH neural networks and its use is

discussed in [2-7] in details.
2. The idea of neural networks with active neurons

At the early stages of the GMDH theory development, the similarity
between neural networks and multilayered GMDH algorithm was
observed. O.Ivakhnenko in one of the articles stated that the differences
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between the perceptron and GMDH are not fundamental, so it is

acceptable to call GMDH-systems as "perceptron-like systems”.

Before explaining what the active neuron is like, there is a need to
characterize firstly the passive neuron.

Mechanisms of optimization of the input variables set are not
founded in all kinds of standard (passive) neurons. They are set in the
complex process of self-organization of the whole system of many
neurons in general. Structural optimization by an external criterion and
receiving optimal non-physical models in the perceptron is not provided,
only parametric optimization using e.g. inverse calculation of errors
("back propagation”) is performed. Perceptron is almost not inferior to
polynomial GMDH algorithms with respect to accuracy if the learning
set is rather long, noise variance is small, and the set contains variables
quantized on a small number of levels, i.e. when the physical model
appears to be optimal. The advantage of GMDH models in accuracy is
reached at short data samples of continuous noisy variables, i.e. if a
non-physical model becomes optimal. Advantages of perceptron and
polynomial GMDH algorithms are combined in Neural Network with
active neurons.

The similarity between the structure of neural networks and GMDH
algorithms inspired researchers to explore how they can be combined. O.
Ivakhnenko et al. [3] propose the combined method that extends the
theory of self-organization from fixed structures to active neural
networks. Proposed algorithm known as "neural network with active
neurons” is used instead of a passive neuron in the GMDH algorithm [4-
6].

Both multilayered and combinatorial GMDH algorithm can be used
as active neuron. O. Ivakhnenko [2] proposes to modify the
combinatorial algorithm into the algorithm with active neurons that
leads to increasing of accuracy and reducing of calculation time.

The advantage of GMDH neural networks with active neurons as
compared with conventional neural network with binary neurons
consists in that self-organizing of the network is simplified: each neuron
finds necessary connections and its structure by itself in the process of
self-organization.

Neural networks with active neurons were successfully used for
prediction of the processes in economical and ecological systems [4, 5-9].
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Idea of active neurons described above served also as the basis for

generalization of the previous modifications in order to significantly
improve the efficiency of iterative GMDH algorithms.

3. GMDH-type neural network with feedback

T. Kondo proposed a new multilayered GMDH-type neural network
with feedback [7] which may by itself automatically choose the optimum
neural network architecture using the idea of self-organization.
Architecture of the GMDH-like neural network has a cycle of feedback.
In this algorithm outputs of neurons are connected with the system
inputs (feedback) for further calculation. Thus, the complexity of the
neural network increases gradually. This GMDH-type neural network
algorithm has an ability of self-selecting optimum neural network
architecture from three variants such as sigmoid function, radial basis
function (RBF) and polynomial neural network. In addition, structural
parameters such as number of neurons in hidden layers and input
variables are selected automatically by minimizing the error criterion
defined as Akaike criterion:

AIC(Sf) = -2 1n¢(X9 ef) + ZSf, (1)

where¢ is the likelihood function.

For each combination, optimum neuron architectures are
automatically selected from the two type neurons: neuron architecture
with two and with r inputs.

Proposed by T.Kondo the GMDH-type neuron network with
feedback has been successfully used for the medical problem of
recognizing 3-dimensional images of lungs [9].

It may be noted that this idea with submitting outputs to the input
was partially implemented in the multilayered algorithm with selection
of initial arguments. In this research the idea is also reflected in the
developed generalized algorithm.

4. Group of Adaptive Models Evolution

An evolutionary algorithm based on GMDH and called GAME
(group of adaptive models evolution) has developed in the Czech
Technical University in Prague by P. Kordik [43]. The coefficients of
unit transfer functions are estimated in GAME on the basis of the data
set describing the system being modelled.
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Major modifications of the GMDH-type system are [10]:

the transfer function of the unit is of several types (linear,
polynomial, logistic, etc.) and it can be provided by a perceptron
network too. Each type of unit has its own learning algorithm for
coefficients estimation. Choice of the type of units that form a network
is determined by the given criterion. This is so-called heterogeneous
network structure;

the number of unit inputs increases together with the depth of the
unit in the network. Transfer functions of units reflect growing number
of inputs.

there exist interlayer connections in the network.

the network construction process does not search all possible
layouts of units. It searches just the random subset of these layouts.
The original GMDH produces one optimal model. This method produces
the group of models that are locally optimal, each for its specific subset
of unit layouts.

The Modified GMDH generates a group of models on a single
training data set. The random processes influence the construction
procedure. Weights and coefficients of units are randomly initialized.
Transfer functions of many units types are defined pseudo-randomly
when the unit is initialized. Inputs for units are selected pseudo-
randomly as well. It results in the fact that the topology of models
developed on the same training data set differs (fig.2, fig.3).

After reviewing the basic idea of the modified GMDH known as the
GAME network, we can conclude that it like as in the algorithm Kondo
also presents an original idea of active neurons (different activation
function are sorted), so this idea might be used to improve the
efficiency of models based on the generalization of structures of
iterative and combinatorial type algorithms.

5. Hybrid Differential Evolution and Group Method of Data Handling
for Inductive Modeling

The group method of data handling and differential evolution (DE)
population-based algorithm are two well-known nonlinear methods of
mathematical modeling. In paper [11] of Godfrey C. Onwubolu, a new
design methodology which is a hybrid of GMDH and DE was proposed.
The proposed method constructs a GMDH network model of a population
of promising DE solutions. The new hybrid implementation was applied
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to modeling and prediction of practical datasets and its results were
compared with the results obtained by GMDH-related algorithms.

input variables

output variable
Fig. 2. GAME-network structure shema

Fra layer of units X1

PR X2 unit
Input ~

iabl n 5
variables y=Yax+a,,
izl

Polynomial

unit
n

Fig. 3. GAME-network structure

The modeling methods have many common features, but, unlike the
GMDH, DE does not follow a pre-determined path for input data
generation. The same input data elements can be included or excluded at
any stage in the evolutionary process by virtue of the stochastic nature
of the selection process. A DE algorithm can thus be seen as implicitly
having the capacity to learn and adapt in the search space and thus
allow previously bad elements to be included if they become beneficial in
the later stages of the search process. The standard GMDH algorithm is
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more deterministic and would thus discard any underperforming
elements as soon as they are realized.

Using DE in the selection process of the GMDH algorithm, the
model building process is free to explore a more complex universe of
data permutations. This selection procedure has three main advantages
over the standard selection method. Firstly, it allows unfit individuals
from early layers to be incorporated at an advanced layer where they
generate fitter solutions. Secondly, it also allows those unfit individuals
to survive the selection process if their combinations with one or more
of the other individuals produce new fit individuals. Thirdly, it allows
more implicit non-linearity by allowing multi-layer variable interaction.

The new DE-GMDH algorithm is constructed in exactly the same
manner as the standard GMDH algorithm except for the selection
process. The selected fit individuals were entered in the GMDH
algorithm as inputs at the next layer. The whole procedure is repeated
until the criterion for terminating the GMDH run has been reached.
Presented in [44] results show that the proposed algorithm appears to
perform reasonably well and hence can be applied to real-life prediction
and modeling problems.

Conclusion

This paper considers in detail the basic structural elements of data
mining methods based on self-organizing models based on typical GMDH
algorithm, analyzes its advantages and shortcomings, describes the
historical ways to overcome these shortcomings. Presented an original
idea of active neurons (different activation function are sorted), this
idea might be used to improve the efficiency of models based on the
generalization of structures of iterative and combinatorial type
algorithms.
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TIMESERIESFORECASTINGONTHEBASISOFTHECASE-
BASEDREASONINGUSINGTHEMODELSOFARTIFICIALIM
MUNESYSTEMS

Abstract. The article describes the immune algorithms of short-term
forecasting of time series based on the clonal selection model and the immune
network model using the case-based reasoning. The clonal selection model uses
heterogeneous antibodies on the basis of the case-based reasoning and the simplest
forecasting methods. Evaluation of the effectiveness of the models is carried out by

the comparative analysis; the results of experimental studies that demonstrate the
features of the proposed approaches are presented.

Keywords: forecasting, time series, case-based reasoning, artificial immune
systems, antibody, antigen, affinity, cloning, mutation.

Introduction

The problem of short-term forecasting of time series plays an
important role in the decision-making process in technical and economic
systems. Forecasting future values of a time series allows solution of an
actual problem of determining the future state based on the analysis of
the already existing retrospective data.

Approaches based on the artificial intelligence methods, such as
artificial neural networks and artificial immune systems (AIS) are
currently actively developing [1-4]. There are various models based on
the principles of immune system: clonal selection model, immune
network model and others that can be used to solve the problems of
short-term time series forecasting [2-4] and can be integrated with other
approaches, which allows compensation for the shortcomings of some
models by using the features of the others [4]. Promising is the use of
the case-based reasoning (CBR), where, when considering a new problem
of forecasting, a similar case is sought in history as an analogue [5].

The purpose of the study lies in the development of immune
algorithms of short-term forecasting based on the models of clonal
selection and of artificial immune network using the case-based
reasoning.

Problem statement
This paper considers discrete time series, the values of which are
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obtained at times tq,ty,t3,...,t5. Let wus denote time series
Z= z(tl), z(tz), z(t3),...,z(tN) of lengthNasZY = z,,2,,23,...,2y . Let us call
a set of consecutive valuesZl' = z;,%;.1,Zs9,-++» Zgs1,_1» Within the time
series Zi\l, a sample of this series of length L, with a reference time t,

LO [l,N - IJ, t O [I,N - L]. The problem of forecasting a time series is the

estimation of future values by its known section.
CBR-forecasting is based on the hypothesis proposed in [6]: if the
similarity measure between the samples of the values of the forecasting

series Z{' and Zi_, has a value close to one, then the similarity measure

between the samples of length P following them, Zf+Land ZtP_k+L, is

also close to one. I.e. by determining the sample, which is the most
relevant to the latest known values of a time series, it is possible to
estimate its future values.

However, case-based forecasting has a number of shortcomings, the
main of which include the requirement for the number of the known
values of a time series and the assumption that the past patterns will be
the same in the future. To compensate for these shortcomings, one needs
to use other forecasting methods, applying the CBR for the
segmentation of the original time series. The problem of selecting an
appropriate case from those existing in the database and its adaptation
to the current conditions is one of the most important in the CBR-
systems [5].

To solve this problem, this paper proposes to use the models of

artificial immune network and of clonal selection.
Immune network model using the case-based reasoning

Case-based reasoning is a method of analyzing data to make
conclusions about the situation on the search results of analogies stored
in the database. This process includes steps such as the selection of a set
of cases from those available in the database based on a given similarity
relation, adaptation of the selected cases in relation to current
conditions, comparison of the obtained and real values of the forecasting
value, and saving in the database for future use of the taken decision
and the current situation as a new case or a corresponding change in the
previously selected case [5]. When solving the problem of forecasting
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using the CBR, a case is a combination of the problem (a sample of

known values of a series) and the decision taken earlier (forecast).

To construct an AIS-based forecasting model, it is necessary to
compare the biological objects and processes with their analogues from
the domain. Antibodies are known values of a time series. Antigens are
known values of a time series immediately preceding the forecasting
one. Affinity of antibodies (primary criterion for the selection in the
immune network algorithm) is a scalar value determining the measure
of closeness between an antibody and an antigen. In this approach, the
affinity is determined not for a separate antigen-antibody pair, but
between the antigens and antibodies tuples of length L - multi-

antibody mAb = ab;, aby, abs,...aby ¢ andmulti-antigen
mAg = agj,agy,ags,...agy,. Multi-antibody also includesf forecasting

values — this part is not involved in the determination of affinity. The
number of antibodies included in it corresponds to the forecasting
horizon.

In terms of the CBR approach, multi-antibody plays the role of a
case, describing the current situation (the sequence of known values of a
series) and the decision taken earlier (the relevant forecast). Thus, to
estimate future values of a series, one needs to find multi-antibodies
with the greatest affinity — the most relevant for the current problem.

Affinity of a multi-antibody with lengthL is determined by the
formula:

> (1+a)?

Aff = 1=1 - 0 (0,1, (1)

Wheredi = ‘abi - agi‘_

distancebetweenthepairsofthevaluesconstituting multi-antibodymAb and
multi-antigen mAg.

The problem of selecting a suitable case from those existing in the
database and its adaptation to the current conditions is one of the most
important in the CBR-systems. These steps in the AIS-based forecasting
model correspond to the selection of multi-antibodies with the highest
affinity from those present in the population, and the subsequent AIS
training. The feature of the immune network model is the relationship

ISSN 1562-9945 47



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
between individual antibodies — correction in the process of AIS training

of antibodies belonging to one multi-antibody affects others, close to it.
Clonal selection model using the case-based reasoning
Clonal selection algorithm operates on fixed-length data lines and is
often used for solving the problems of classification, identification and
optimization [1]. Each data line of the algorithm called an antibody (in
terms of the CBR — case) represents a set of parameters describing the
set problem (a set of known values of a series) and the decision taken

(proposed forecast option): Ab; = aby,aby,abs,...,aby,,...,abr,+¢, where i—
index in the population, L— length of the sample of known values of a
series, f — value of the forecasting horizon (length of a sample of

forecasting values of a series).
Antigen is the set problem — sample of known values of a series

immediately preceding the forecasting values: Ag; = agj,agy,ags,...,agy,,
where j— index in the population,L. — length of the sample. I.e. an

antigen is a section of a series, for which it is necessary to make a
forecast.
Affinity between an antibody and an antigen is determined as

L
Z (1 + |abk - agk|)_1
k=1

L

Aff =n * 0 (0,1, (2)

wheren — value of the selection coefficient for determining the
priority of the wvarious types of antibodies. Values of antibody
aby1,...,abr+¢, the affinity of which Aff(Ab) — 1, are taken as the

forecasting ones.
Formally, AIS model based on clonal selection can be represented as
follows:

AIS ClonAlg = <Ab, n',n,, AbS, AbM, Ag, D, 04, S, Oy, Gge» N > (3)
where Ab — population of the antibodies of size n; n' — number of
the cells selected for cloning and mutation; n, — number of the clones

created by one antibody; AbC- population of clones; AbM — population
of memory cells; Ag — population of the antigens of size m; D -

matrix of affinities between antigens and antibodies; 04 — threshold
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coefficient of cell stimulation; S — matrix of affinities between

antibodies; 0,— threshold compression coefficient; 0,4, — threshold age

of antibodies;n — set of selection coefficients.

Clonal selection model allows combining the use of the CBR and
other forecasting methods, performing segmentation of a series and
selection of the most appropriate forecasting method for each section of
the original series during the obtainment of a forecast. Therefore, in
addition to the antibodies implementing the case-based reasoning, other
types of antibodies are created based on the same fragments of the time
series, forming its own version of the forecast, using the simplest
forecasting methods, such as simple average forecasting, exponential
average forecasting, naive models [5].

Algorithm for short-term forecasting

Algorithm to obtain a forecast includes the following steps:

1. Creation of the initial population of antibodies. To create
antibodies, a part of known values of a time series is used. Unused
values serve as a training and test samples.

2. Formation of an antigen (or a multi-antigen for the immune
network model) based on the latest known values of the series preceding
the forecasting ones.

3. Determination of Ab-Ag (mAb-mAg) affinities and selection of
antibodies (or multi-antibodies for the immune network model) having
an affinity above the threshold value.

4. Forecast of the antibody (multi-antibody) having the highest
affinity is taken as a result.

5. If there is a real value of the forecasting value, forecast error is
determined.

6. Cloning antibodies with the highest affinity (selected in step 3),
during which the mutation operator is performed. In the immune
network model clones replace multi-antibodies that gave rise to them.

7. Determination of affinities between the antibodies (multi-
antibodies), applying the suppression operator with a view to eliminate
redundancy. In the clonal selection model the remaining antibodies from
the previously selected ones become memory cells.

8. Application of the aging operator and correction of the
population.
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The immune network model (also for antibodies in the clonal

selection model implementing the case-based reasoning) uses directional
proportional mutation — the most suitable case for the set problem
undergoes substantial correction. Only a part of the antibody that
determines its forecast and is not involved in the determination of
affinity is exposed to mutation. For antibodies computing their own
version of the forecast, only the first part is exposed to undirected
mutation (and therefore, the proposed version of the forecast changes),
which partially solves the problem of the lack of cases in the database.
After receiving the real values of the forecast AIS based on the
clonal selection model performs a correction of selection coefficient n.

The coefficient is incremented for that type of antibody, which showed
the smallest prediction error.

The population of memory cells formed in the process of AIS
training based on the model of clonal selection represents a set of
patterns that are the most typical for this time series.

Changing of the population of antibodies in the current generation
gen occurring as a result of applying operators of cloning, mutation and

selection can be generally represented as follows:

Apgentl = Edit(Mutate(Clone(Abgen)», (4)
where
Clone : Ab®" . Ab&™; (5)
Mutate : AbE™ -~ ADbET; (6)
Edit : (AbSS, AbE™) -, Abgn*l, (7)

The graph in fig. 1 shows the effect of the multi-antibody length
value Lon the accuracy of the obtained forecast.

AIS training is repeated for each antigen from the training sample
a given number of times. A stop to achieve a certain number of
generations, or a stop to achieve a predetermined error value is used as
a criterion for stopping the immune algorithm. Fig. 2 shows the
dependence of the mean absolute error (MAE) on the affinity for the
untrained (series 1) and trained (series 2) AIS based on the immune
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network model. Thus, the purpose of AIS training is to configure the

system in accordance with new values of a time series.
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Fig.1 —Dependence of the mean forecast error on the multi-antibody length
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Fig.2 —Dependence of the error value on the affinity of multi-antibodies

Effectiveness of forecasting using the models considered is reduced
when cases from the training sample created on the basis of similar
patterns propose conflicting versions of the forecast. To solve this
problem, an increase in the sample size is used, on the basis of which
the first part of an antibody (multi-antibody) is built. Since the nature
of the series can change over time, it is advisable to maintain sets of
antibodies of various lengths in the population.

Results of the comparative analysis

Experimentalstudies included short-term forecasting for the series
used in M3-Competition [7] and the series of average daily temperature
readings. Forecastingresults by various methods are shown in table 1.
To evaluate the prognosis,the value of the symmetrical mean absolute
error (SMAPE) was used; the results of the use of the forecasting
methods different from AINet ClonAlg areobtained from [7]. To
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estimate the Meteo time series prediction was used mean absolute error
(MAE).
Comparing the results of the model based on the artificial immune
network (AINet) and the model based on the clonal selection (ClonAlg),
it may be noted that although the results are close for the series of

temperatures (Meteo), the use of clonal selection allows better
forecasting for the series with smaller background, i.e. this approach is
less demanding to the number of values of the time series.

Table 1
Symmetrical mean absolute error (SMAPE, %) for different forecasting
methods

N704 | N736 | N1366 | N2830 | N2841 | N2867 | Meteo
Method (44) | (44) | (63) | (104) | (104) | (79) | (21337)

Exp.Smooth | 4,08 | 12,11 | 0,42 2,47 0,5 20,52 4,56

RobustTrend | 4,76 | 8,88 | 0,41 2,18 0,52 18,83 -

HoltWinters | 4,92 | 10,68 | 1,04 3,27 0,39 20,08 2,9

CombSHD 4,36 | 9,65 0,5 2,73 0,46 | 20,09 -

Box—dJenkins | 3,66 | 7,35 0,57 2,45 0,5 26,13 2,99

ForecastPro 3,13 6,5 0,41 2,47 0,5 20,52 -

SmartFcs 5,18 | 8,62 0,29 2,47 0,5 23,85 -
AutoANN 3,42 | 8,73 0,27 1,56 0,53 26,11 -
AlINet 5,36 | 9,71 0,46 2,37 0,68 18,93 2,45
ClonAlg 5,20 | 7,65 0,41 1,83 0,14 16,26 2,44

The result of forecasting a series of average daily temperature
readings (Meteo) confirms the advantages of the AIS-based approaches
using the CBR — sizes of the Meteo series allow creation of a population
of antibodies that corresponds to the vast database of cases, and
carrying out the training. However, with a small number of values of a
time series, the absence of antibodies with high affinity in the database
(there is no suitable case) is likely in the preparation of a forecast, and
the value of a training sample will not allow full configuration
(training) of the artificial immune system. As a result, in some series
presented in the table the traditional methods have advantages over the
considered approaches.
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Conclusions

This paper proposes a solution to the problem of short-term
forecasting of time series by the case-based reasoning, using the models
of artificial immune systems, such as the immune network model and
the clonal selection model using heterogeneous antibodies.

The main features of the models considered are as follows:

* use of a population of antibodies as a database of cases;

*the possibility to configure the size of multi-antibodies in
accordance with the nature of the series;

e antibodies in the model of clonal selection implement various
forecasting methods; segmentation of a series is performed in the
process of the AIS training to determine the most appropriate predictor
for each section of the original series;

e formation of a plurality of patterns (population of memory cells)
in the process of analyzing time series in the AIS training based on the
model of clonal selection;

* the possibility to determine abnormal emissions in time series
using the population of memory cells formed in the process of training;

* the possibility to extend the models to account for the influence of
external factors presented in the form of other time series.

The results presented in the paper confirm the efficiency of the use
of the considered approaches for short-term forecasting of time series,
but in a lack of baseline information it is preferable to use the approach
based on the clonal selection model, as this approach allows getting a
better result with a small training sample.

REFERENCES

1. Dasgupta D. Artificial Immune Systems and Their Applications /
D. Dasgupta. — Springer-Verlag, 1999. — 306 p. DOI: 10.1007/978-3-
642-59901-9

2. Bidjuk P. I. Algorithm Clonal Selection for Forecasting Behaviour of
Non-Stationary Dynamic Systems / P.I. Bidjuk, V.I. Litvinenko,
A.A. Fefelov, 1.V. Baklan // Iskusstvennyiintellekt. — 2004. — No. 4. —
pp. 89-99 (inRussian).

3. KorablevN. M.
Applicationofartificialimmunenetworksfortimeseriesforecasting / N. M.
Korablev, G. S. Ivashchenko // Sistemiobrobkiinformatsii. — Kharkov,
2012. — No. 9. — pp. 42—45. (inRussian).

ISSN 1562-9945 53



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »

54

. KorablevN. M.
Modelofclonalselectionforforecastingtimeserieswithmissingdata / N. M.
Korablev, G. S. Ivashchenko //
Elektrotekhnicheskieikomp'yuternyesistemy. —  Odessa, 2014. -

No. 13(89). — pp. 170-177 (inRussian).

. Singh S. Pattern Modelling in Time-Series Forecasting / S. Singh //

Cybernetics and Systems — An International Journal. — 2000. -
No. 1(31). — pp. 49-65.

. Chuchueval. A. Extrapolation Model of Time Series by

theSelectionofMaximum Likeness / I. A. Chuchueva // Informatsionnye
tekhnologii. — 2010. — No. 12. — pp. 43—47 (inRussian).

. Makridakis S. The M-3 Competition: Results, Conclusions and

Implications / S. Makridakis, M. Hibon // International of Forecasting.
— Amsterdam: Elsevier, 2000. — No. 16. — pp. 451-476. DOI:
10.1016/S0169-2070(00)00057-1

ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »

UDC 519.2:004.9
L. Kirichenko

THE METHOD OF DISTINCTION MONOFRACTAL AND
MULTIFRACTAL PROCESS FROM TIME SERIES

Abstract. Based on the numerical analysis of the sample
multifractal characteristics obtained by method of multifractal
detrended fluctuation analysis the statistical criterion for
accepting the hypothesis of monofractal properties of the time
series is proposed. Results of investigations to identify mono-
and multifractal properties of the time series of different
nature are given.

Keywords: monofractal and multifractal time series, multifractal
detrended fluctuation analysis, generalized Hurst exponent.

Problem statement

It is now recognized that many information, biological, physical and
technological processes have a complex fractal structure. Fractal
analysis is used for modeling, analysis and control of complex systems
in various fields of science and technology. Fractal analysis is applied to
predict seismic activity and tsunami and to determine the age of
geological rocks in geology; to diagnose diseases and physiological states
of the records of ECG and EEG in medicine, to study the mutations and
changes at the genetic level in biology; to predict the crisis and risk
using financial series in economy; to study the turbulence and
thermodynamic processes in physics. This list is not exhaustive. [1,2].

Processes that exhibit fractal properties can be divided into two
groups: self-similar (monofractal) and multifractal. Monofractal
processes are homogeneous in the sense that they have single scaling
exponent. Their scaling characteristics remain constant on any range of
scales. Multifractal processes can be expanded into segments with the
different local scaling properties. They are characterized by the
spectrum of scaling exponents. [2,3].

All of the above led to the emergence of the models of fractal
stochastic processes. Note the lack of universal models that could be
used to describe the fractal processes of various nature. And vice versa
one and the same process can be described in several models depending
on research objective. In the general case the choice of model is based on

© KirichenkoL., 2014
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the characteristics of the studied time series.

Determination if the time series has monofractal or multifractal
property is one of the important steps of selecting and constructing
mathematical models. In the case of monofractality the mathematical
models of processes can be fractional Brownian motion, fractal point
processes, fractal process ARIMA and others. For modeling multifractal
processes can use fractal stable Levy motion, stochastic multiplicative
cascades, fractal motion in multifractal time, etc [3].

In practice the distinction between monofractal and multifractal
properties of the stochastic process is a difficult task. This is due to
errors of estimation of fractal characteristics of real time series [4-T7].
Currently, there is no universally accepted criterion of distinguishing
mono- and multifractal processes by their sample fractal characteristics.
The purpose of work is to present the method to distinguish between
mono- and multifractal processes from time series, and the study on this
basis fractal properties of time series of different nature.

Estimation of multifractal characteristics of from time series

Stochastic process with continuous time X(t), t=0 is called self-

similar with parameter H, 0 <H <1 if for any value a >0 finite-

dimensional distributions of X(at) identical to finite-dimensional
distributions of a"X(t) i.e. Low{X(at)} :Low{aHX(t)}. Parameter H

called parameter Hurst, is a measure of self-similarity of a stochastic
process. Moments of self-similar stochastic process can be expressed as

M[\X(t)ﬂ = C(q) (2™, where the value C(q) = MDX(I)H.

Multifractal processes have more complex scaling behavior:
Law{X(at)} = Law{a "X (t)}, a >0. For multifractal processes the

following relation holds: M[‘X(t)‘q} =c¢(q) 3™, where c(q) is certain

deterministic function, h(q) is generalized Hurst exponent, which is
nonlinear function in the general case. Value h(q) at q =2 matches the

value of measure of self-similarity H. For monofractal processes the
generalized Hurst exponent does not depend on the parameter q:

h(q) = H. [3].
There are many methods of parameter estimation of self-similar and
multifractal processes from time series.When estimating of the
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multifractal characteristics one of the most popular is the method of
multifractal detrended fluctuation analysis (MFDFA) [5,6]. When using

t
the method MFDFA the cumulative time series y(t) = Zx(t) of the initial

i=1
investigated one x(t) is constructed. Then it is divided into N segments

of length s. For each segment of y(t) fluctuation function
Fz(s)zlz(y(t)—Ym(t))z is calculated, where Y_(t) is local m-
S t=1

polynomial trend within the limits of this segment of length s. By
changing the time scale s at a fixed value q the dependence

1

N qa)q
F.(s) = {%Z[Fz(s)]z }q is found. Next, the dependence of the fluctuation
i=1

function F (s) of the parameter q is determined. If the investigated

series have fractal properties, then the fluctuation function F (s) has

h(q)

the power dependence F, (s) s

Method to distinguish between mono- and multifractal processes

Thus, having received the values of generalized Hurst exponent
h(q), it is theoretically possible to conclude about monofractality of the

process, if this function is constant. However, in practice this is a

~

difficult task. Estimate h(q)obtained from the time series is a curve

which tends to a constant value with increasing length of the series

[4,5,7]. Figure 1 (left) presents the sample values h(q)of monofractal
process for realizations of different lengths. On the other hand,
comparison with the range of values Ahfor the multifractal processes
(Fig. 1, right), shows that the difference between mono- and
multifractal realizations is quite significant.

The results of multifractal analysis of model time series allowed to
develop and test the method proposed in [8], which allows to accept or
reject the hypothesis about presence of monofractal properties of time
series based on studies of sample values of the generalized Hurst
exponent obtained by MFDFA.
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Numerical analysis showed that a random variable

Ah =h(ql) —h(g2)at g >O0has normal distribution N(m,,s,) the

parameters of which depend on the realization length and values q. The

proposed criterion considers the magnitude Ah =h(0.1)-h(5). By
numerical simulation of mono- and multifractal processes sample values

m, and S, for the time series of length N were obtained.

0.86

hiq)

:r = || LT

1.3}
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ME o
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el 0.5
0.78 ZER

Figure 1 — Values h(q) for monofractal series with different lengths (left)
and multifractal series (+, 0), and monofractal one (x) of length 1000 values
(right)

The value of a random variable Ahcan be used as a statistical
criterion for acceptance or rejection of the hypothesis of monofractal
properties of time series. In this case, the null hypothesis is the
assumption of monofractality. After obtaining estimate of function

~ ~ ~ ~

h(q) by MFDFA observed value Ah =h(0.1)- h(5)is calculated.

Hypothesis is accepted with a significance level aif the resulting value

A~

falls in the range of acceptable values Ah <m, (N) +t,s,(N), where N is
length of time series, m, and S, are the corresponding values calculated
for monofractal process, 0 is the significance level, t, is quantile of the
standard normal distribution.

Research results of time series

In this work, a number of studies to identify mono- and
multifractal properties of time series of different nature were carried
out. As studied time series the electroencephalograms, financial series
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and temperature series have been chosen. The left side of Fig. 2 shows

time series of electroencephalograms of laboratory animals for different
phases of sleep: wakefulness state (awake), rapid eye movement (REM)
sleep and slow-wave sleep (SWS). Financial series are Dow Jones index
and gold prices in 2004-2008. Also series of average daily temperatures
in Kiev in 2000-2006 which possess a cyclic component were
investigated.

For each series generalized Hurst exponent were obtained by
MFDFA. The table shows the results of the analysis of sample values of

~

the generalized Hurst exponent h(q). The sample values
Ah = h(0.1) —h(5) of the series shown in the fig. 2 are presented in the

third column of the Table. Critical values Ah based on estimated data
for the significance level a=0.05 and the corresponding length of the
series are given in the fourth column. On the basis of the obtained
values the hypothesis of monofractal properties of time series has been
accepted or rejected.
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Figure 2 — Investigated time series: electroencephalograms, financial series
and temperature series.

Conclusion

Based on the numerical analysis of the sample multifractal
characteristics the statistical criterion to distinguish between mono- and
multifractal processes from time series is proposed. Results of
investigations to identify mono- and multifractal properties of the time
series of different nature are given.

Table
Test of hypothesis of monofractality.
Sample values
- Critical value
Time series Length Ah Ah Fractality
EEG (awake) 0.1743 multi
EEG (REM) 1000 0.169 0.0859 multi
EEG (SWS) 0.068 mono
Dow Jones index 500 0.2416 0.1248 multi
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Gold prices

0.0991

mono

Temperature

2000

0.0264

0.07312

mono

Studies indicate that the heterogeneity of the fractal structure of

time series depends not only on the nature of the series, but also its

local characteristics. Identifying the presence or absence of multifractal

properties, we can find a more efficient mathematical model of a

stochastic process that generates a similar time realizations. It should

also be noted that usually monofractal mathematical models have less

cumbersome mathematical apparatus and are simpler to implement than

multifractal models.
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V. M. Kotsovsky, F. E. Geche, O. V. Mitsa

ARTIFICIAL COMPLEX NEURONS WITH HALF-PLANE-
LIKE ACTIVATION FUNCTION
The paper deals with the problems of realization of Boolean functions on
neural-like units with complex weight coefficients. The relation between classes of
realizable function is considered for half-plane-like activation function. We also
introduce the concept of sets separability, corresponding to our notion of neuron.

The iterative online learning algorithm is proposed and sufficient conditions of its
convergence are given.

Keywords: neuron, complex neuron, neural network, threshold unit, threshold
function, activation function, learning, online learning.

Introduction

Artificial neural networks based on neural-like units have numerous
applications in different areas, such as artificial intelligence, objects
classification, pattern recognition, data compression, forecasting,
approximation or extrapolation of functions of many variables and many
others [1]. Different networks architectures and neuron kinds are
described in [1, 2]. One of most important task in the theory of feed-
forward neural networks with discrete activation functions is the one
concerning the realization of a Boolean function on a single neuron. Its
importance follows from the fact that for networks on the base of
neurons with threshold-like activation function outputs of each network
levels have two possible values (binary, bipolar, etc.). Minsky and Papert
[3] proved that classical threshold units have enough weak capacity for
recognition. Numerous improved models of neuron are proposed for
overcome the mentioned limitations (see [1] for details).

In paper we deal with the one type of such extensions, namely
complex neurons, which are introduced in [4]. There exists many way of
complexification, e.g. [5].

Let E, :{—1, 1} be the bipolar set and E; is an n-thCartesian power
of E,. A Boolean function in bipolar basis is a function mapping from
E;to E,.

A Boolean function f (Xl, ...,xn) on E; is a Boolean threshold

© KotsovskyV. M., GecheF. E., MitsaO. V., 2014
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function if there exists a weight vector (w,, ...,w, ) JR" and a threshold

-w_,, such that

for all (xl,...,xn) DEgzn:wjxj <-w,, = f(x,,....,x,)=-1.

i=1
With intent of simplify notation we extend input and weight
vectors dimension by introducing one new additional (n+1)-th

: — — 1
coordinate. Let X = (Xl,...,Xn,l) , w=(W,...,w ,w_,)0 R,
n
(w,x) = ijxj +w,,, — inner product of vectors w and x (sometimes
j=1

called a weighted sum). Thus, for any threshold function f:
f(x) = sgn(w,x), where f(x) = f(Xl,...,Xn) and sgn is sign function given
by

-1 ifa <0,
sgna = ]
1 ifa=0.

Complex neurons
Now we extend the notion of threshold function to the complex

domain. Let us consider Boolean function over alphabet {O(,B} where a

and f are complex number. Let [ be an arbitrary line dividing the
complex plane C on two half-plane C. and C_.. We may regard following
sgn function

-1 if zUOC_,
sgn, z = )
1 if zOC,OL

A Boolean function f:{O(,B}n —»{G,B} is a complex Boolean
threshold function (CBTF) in the alphabet {O(,B} if there exists a

complex weight vector wJC"" and line I such that f(x) = sgn, (w,i),

where z is a complex conjugate vector for z (here we used the definition
of inner product in complex vector spaces).

Note that we do not use the notion of the threshold in our
definition, because it is convenient to include the threshold in the
weight vector.
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It is easy to see that using rotation and fitting of the free term

w_,, we can restrict the class of possible sign function to the following
function

-1 if Rez <0,

Resgnz =
1 if Rez>0.

Note that "small® change of term w_,, allows avoiding the
possibility that the weighted sum (w,i) value lies on the division line.

Let T, (O(,B) be a class of all CBTF in alphabet {a,B}. The question

arises about relations existing among the classes of CBTF in different
alphabets. The answer is given by the following proposition.
Proposition 1.There exists an bijective correspondence between the

classes T, (O(,B) and T, (y, 5) for arbitrary alphabets {a,B}, {y,d}.
Proof.Let f(z) UT, (O(,B) . Then there exists wJC"" such that for all

o-y
the one-one correspondence between sets {y,0}and {a,p}. Then

(w.3) = S+, =B S [0 -2y S e, = (),

_le

D{O(,B} f(z) = Resgn (w, ) The transformation z' - (z' - y) +0 is

where w; —g_—aw (j:1,2,...n), W;ﬂ—[a——ijW +w,
-y j
Let g(z') be a Boolean function in alphabet {y,d} realizable on the
complex neuron with the weight vector w'. It is easy to see that the
correspondence f o~ g is bijective one between the functions from

T, (o, B)to T, (v, 9).
Note, in particular, that one cannot obtain the class of CBTF more
powerful that T, (—1, 1) by altering the alphabet.

The next question is how the cardinality of the class of CBTF
changes if we restrict the set of possible value for weight wvector

coefficients. Let TS(O(,B) be the class of all CBTF of n variables

64 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »

realizable on neurons with weight vectors from the set D",

T, (o, B) = OTB‘ (a,B), where DO C.
n=0

Proposition 2.If Rea # ReB, then T, (a,B) = T, (a,B).
Proof. Let us proof that equality T; (O(,B) :TQ(O(,B) holds for all

non-negative integer n. From proposition 1 it follows that
Te (O(,B) o Ty (ReO(,ReB). Let f be an arbitrary member of

Tg(ReO(,ReB), zD{O(,B}“X{l}, z, = X, +1iy,,
X, Y OR (j = 1,...,n),wj =u; tiv, u,, v, UOR, (j =1,...,n +1). Then
f(z) = Re[Z WX, + WHHJ = Z:ujxj tu,,, = Re(z uz, + unﬂ] .
i=1 i=1 i=1
It follows from the last equality that the classes T; (Re a,Re [3) and

T (O(,B) have the same cardinality. Then the same holds for classes

T, (o,B)and T (a,B). Since T,(Rea,ReB) T, (a,B), these classes are

equal.
Note that for the alphabet E, the last proposition is proved in [4].

From the previous proposition also follows that usage of neurons
with weights belonging to the real line enable us to generate all CBTF.
We will prove that similar fact is true for neurons with weights lying
on any line in complex space.

Proposition 3.If yLIC, YR :{yx | x O R} and complex numbers Q,(3,y
satisfy conditions ‘argy‘ < g, Re(O( - B)y #0, then classes T, (0(,[3) and

T x (O(, B) coincide.
Proof. Let us consider an arbitrary CBTF f (z) 0T, (O(,B) . Then there

exists wC"" such that for each z D{O(,B}n equality Resgn(w, z) = f(z) is

true, from which it follows that

n n
—\ — — -1 — 1=
(W’z) = ijzj tTWog T ZWJ‘V YZ; + W,y = (W’z)’
j=1 j=1
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wherew, = ij'l, zZ; = Yz, (j = 1,...,n) , W So, for all CBTF

n+l

-w

n+l *°
f (z) inalphabet{a, B} there exists uniqueCBTF g (z') inalphabet {ya, yB} such
thatfor eachz D{O(,B}nequalityf(z) = g(z) holds. Using proposition 2 to
function g(z') we obtain

Re(w,Z) = Re(w',Z) = Re(zn: uz; + unﬂJ = Re[i uyle, + unﬂ] =Re(W,Z),

=1 =1

~ _u.Y

where u, OR, w, = u,Y, (j = 1,...,n), W .= Rey . Thus, the Boolean

function f(z) is realizable on complex neuron with weight vector
wOyR""™.
Learning algorithm
We have seen that T, (0(,[3) =Ty (O(,B), and question how find some

weight vector wUT , (0(,[3), corresponding to given CBTF f naturally

arises. That is, we need a learning algorithm for the class of CBTF.
Let A", A™ be two finite disjunctive subsets of vectors from the set
C'x{y}, (y#0) (i.e. A"nA =0)and A=A"0A . We call setsA"and

A" y-separable, if there exists vectorwJyR""' such that for

allz O A following conditions hold
(w,z)>0 if z0A,
(w,z)<0 if zOA".
Next, we will suppose that there exists an angle @ and real number
c such that

020 A [Re(e“z)2c>0 (j=1,...n). (1)

We will assume (1), without any loss of generality, because A is a
finite set.

Let the training sample of vectors {zk} satisfies following two

conditions:
1) z“0A, kON;
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2) each element of the setArepeats in learning sample infinitely
many times.

Without any loss of generalitywe will assume that y=¢€?,
Where—g<(p<g . Let the initial weight vector be W°=(0,...,0).Let us

build the sequence of vectors {Wk} as follow:
wrt = w4+ t.h, (zk)ei(p, (2)

whereh (z) = (Re (Ele_i‘p),...,Re (E e_i"’),l), and a coefficientt, in

n

defined by
1 if Re(wk‘l,?) <0 and z0 A,

t, =1-1 if Re(wk‘l,E) >0 and z0A (3)

0 otherwise.

The algorithm of weights updating according to the rule (2)-(3) we
call "the online learning algorithm”™ for the complex neural unit. The
next proposition gives the sufficient condition for our learning
algorithm to be convergent.

Proposition 4.If finite setsA"and A arey-separable, then there

exists finite natural m such that the sequence (2) of weight vector,
obtaining according to the rules (2)-(3) of online learning algorithmyield

after m updates the weight vector w™, which separates sets A" and A".
Proof.We do our proof by contradiction. Suppose that the opposite
is true. We can assume that at each step of the learning algorithm the

coefficients t, #0 (in opposite case we can simply throw awaysuch z~,

for which t, =0, because weights are persistent on respective steps of
the algorithm). Then Wm+l:t1h¢(zl)ei‘”+...+ +tmh¢(zm)e"”. Now find the
inner product of both sides of the last equality by WDR"+1(y), which

separates sets A'and A". Without loss of generality we can assume there
existsd > 0 such that 0z[J A the following inequalityholds
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‘(W,h¢(2))‘ >d >0 (we always can satisfy it by changing in corresponding

way the free term w,,,). It follows from Cauchy-Schwartz inequality that

o] o Z\ (2'))]z2md

b

‘ W Wm+1

and, hence,

2 m?d?
>

H m+1

wil ) (4)

In other way, if we square the both sides of (2), then we have that
i

Accordingly to the learning algorithm all vectorsw*satisfythe

2 2 .
o = o+ 2 Refw (7)) iy (2

conditionsw* = €“u*, whereu® OJR"™. Therefore,

Re(w h, (2 I¢) ReZu e’ Ré K "")@_‘M Réurfﬂe“”@):

n n
— k k+1 k+1 k i;zJ k+1 k+1 iPAQ | —
—Rezlluj( cogp-y; sw) ur,, = EZ; I{euje X +iy] ))+un+1e eJ
J= J=

_ RG[ZWK k+1+Wr1:+l_¢;): E(Wk Zk+l)

From (3) it followsthatt, Re(Wk ,Zk+l) < (. Then, according to last

k+1

‘2 <nc’+1, (k =0,1,.. m) .

2 2
~|w <[, ()

equalities and condition (1)HW
Let us sum the last equality by Efrom O tom. Then

ZHh k+1

m+1

[w

‘ (m+1)(nc?+2)
- (9)
Inequalities (4) and (5) contradict for sufficiently large m. Hence,
the learning process (2)-(3) cannot last infinitely long.
Conclusion

Artificial complex neurons with the half-plane surface of activation
function are enough simple and powerful computational units. Main our
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results concerning complex neurons with Resgn activation function are

following:

1. The choice of the alphabet of Boolean functions representation
has no importance for representative power of class of respective
realizable Boolean functions.

2. The restriction of possible weights to ones on an almost every line
in complex plane does not shrink the class of respective complex Boolean
threshold functions.

3.Neurons with restricted weights can be learned by using
perceptron-like learning technique.
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USING SEMIDEFINITE OPTIMIZATION TO FIND
EFFECTIVE TOPOLOGY OF TRUSS-LIKE ELASTIC
STRUCTURES
Abstract. The paper considers a convex formulation of the truss topology

optimization problem and solving it via semidefinite programming regarding to the
minimalcompliance of the truss, volume and buckling constraints.

Keywords: topology, semidefinite optimization, buckling, stiffness matrix,
stress constraints.

Introduction

The effectiveness of rod systems such as trusses, which are widely
used in building, largely depends on the correct constructive scheme or,
in general, topology. Often it is very difficult to solve this problem, so
usually it is necessary to consider several options. It is not the fact that
among them there will be an option that provides the usage of the
minimal amount of the material. Therefore, in these cases the
optimization algorithms that allow to solve such problems in different
formulations become actual.

In the field of theory of structures the optimization problems,
including the optimization of truss-like systems, have been regarded
many times. For example, in [1] the author proposes to use a genetic
algorithm to find an optimal topology and minimize the mass of the
system. But, as he notes himself, the performance of the algorithm
drops dramatically even with a slight increase in the number of
structural elements. In the paper [2] an approach to optimize the design
of single-span single-storey frames, based on the search for such a
topology, which would allow to minimize the potential energy of the
frame under a load, is presented. Unfortunately, the author does not
provide a complete methodology for finding of such topology. Thus,
despite the existence of interesting developments in this field, many of
them are purely mathematical problems which find rarely application in
the engineering practice.

Problem formulation

In the computational mechanics a topology optimization can be

© KucherenkoA.E., 2014
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considered as a mathematical programming problem [3]. In [4] this

problem has been solved as a problem of minimization of displacements
of structure nodes or - according to scalar quantities - minimization of a
potential energy of an elastic deformation. Using a slightly modified
mathematical formulations from [4], the author of this article has
provided an algorithm that takes into account all of the basic
requirements (strength, buckling, deformability) which are applicable to
truss-like structures, and validated the obtained results in the ANSYS
simulation software. The algorithm represents a beam system as a
graph, where the set of edges E represents the beams and the set of
vertices Y represents the connections of the beams. Since the structure
of the system has to be detected, initially it appears as a complete
graph, and the problem eventually reduces to the finding of a such
minimally required set of edges and their sections which provides the
minimal total mass of the structure for given external loads and
constrains.

Governing equations and optimization variables

Considering the prototype of a construction as a complete graph,
which has n=|Y| vertices and m=|E| edges, let's define such variables:

fOR,",EOR},LORY,vORY, - axial forces, Young's modulus,

lengths and volumes of beams;

A OR3™™ _ the matrix of the system, where a;r is its column;

K OR3"3" _ the element stiffness matrix of the system;

FOR?®" - external loads, which are applied to the nodes of the
construction;

uOR® - nodes displacements.
If the system is in equilibrium then the law of conservation of
forces in a matrix form can be written as:

Af+F=0. (1)

Axial forces, which appear in the beams according to the theory of
Euler-Bernoulli, are described as:

£ =_—TiVi E;Vi alu. (2)
Lj

The nodal displacements are described by the matrix system:
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Klu=F, (3)

where the stiffness matrix can be written as [6]:

m
E.v.
1;/1 a;a; . (4)
i=1 Li

K =

The work of external loads (and the energy of elastic deformation of
the construction) we can represent as:

w=1pTy. (5)
2
Thus, to solve the optimization problem it is necessary to minimize
m
two quantities: W and ) v;.
i=1
Semidefinite optimization problem
The problem of the topology optimization of a truss-like system can
be written as follows:
minimize, ,\W
st.Ku=F

Svisv ©)
i=1

v R

But this formulation of the minimization problem is not convex, so
we need to transform it according to the equations (1)-(5). We will
choose the form of a semidefinite programming because available
software for solving semidefinite programs is efficient and reliable. It
can be shown that for a positive semidefinite matrix

Ej FI:JZO (7)

there is a vector u, which allows to write an equivalent system:

Ku=F
K=>0 . (3)
Q>W
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Moreover, the numerical experiments show, that the ratio

Vi Vg i...: Vv, remains constant regardless of the quantity V, so we can

m
limit the sum Zvi to 1. This fact can significantly speed up the overall
i=1
solution of the problem. In view of the above we can redefine the
problem (6) as follows:

minimizeg Q

m
S.t.z V'1 < 1
i=1
v; 200i =1...m : (9)
Q FT
T|=0
1

3 E. v,
F Z# a;8;
i=1 i

In this form the problem becomes convex. The solution of this
problem determines the optimal topology design and the relationship
between the volumes of the beams. The next step consists in the
selection of the minimal total volume of material V (and the cross-
sectional areas, respectively), which would be carried out under the
conditions of the strength (10) and the overall stability of the system
(11):

£L

S < yRO=1...m, (10)
VV'l

wherey is a resistance factor, R is a nominal resistance.

The overall stability of the system is defined as:

detK, >0, (11)

whereK; is a tangent stiffness matrix of the system.

The last step is to verify the model, using the ANSYS simulation
software.
Arch truss topology optimization

Let's consider an arch truss with a complete graph which has been
depicted in the figure 1. Node 1 is a freely supported end, node 7 is a
roller bearing. A force |F|=-10°N has been applied to the node 4.
Coordinates of vertices (in meters) have been shown in Table 1.
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Young's modulus is 2.10'! Pa, shear modulus is 7.81-10% Pa,

nominal resistance is 2.1-108 Pa, resistance factor is 0.9. The tube

section with inner and outer diameters ratio d/D=0.95 has been used.
The modelling has been carried out in the MATLAB environment with
package CVX [8].

Figure 1 - A complete prototype graph of the truss

Table 1
Coordinates of vertices

1/ 2 34/5 6 |7
X axis|0/0.7/2/3/4/5.3 6
Y axis|0O|1 (2021 |0

In the figure 2 the optimized truss topology is depicted. In the table
2 the outer diameters of the tubes are presented. The verification of the
model in the ANSYS simulation software has shown that the truss
would loose its stability under the load of |[F| > 97774 N (the calculations
have been done according to the load of 100000 N). Thus, the solution
of the semidefinite optimization problem in MATLAB is consistent with
the results of the model validation in ANSYS.

Table 2
The diameters of the tubes

Beam 1-2 14 | 23 | 24 | 34 | 35 | 45 | 46 | 4-T | 56 | 6-7
D, m 0.078/0.059 0.083/0.046 0.068 0.0870.068 0.046 0.059/0.083/0.078

Conclusions

A problem of finding of an optimal topology of truss-like elastic
structures using semidefinite programming has been presented. In
contrast to the approaches [1, 2, 4, 6, 7] this solution of the problem
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takes

into account such criteria as the strength and buckling.

Verification of the model has been performed in ANSYS.

ISSN

STER=1

srzp-1 ANSYS
FACT=97774
usTM (AVE) o N\ ; .
REYS=0 - 5, / .
DX =.712E-07 5 A

8M¥ =.7T12E-07 L

Figure 2 - Buckling of the truss
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MODELS, METHODS AND INFORMATION
TECHNOLOGIES OF PROTECTION OF INFORMATION
SYSTEMS OF TRANSPORT BASED ON INTELLECTUAL
IDENTIFICATION OF THREATS

In article results of researches on development of methods and models of
intellectual recognition of threats to information systems of transport. The article to
contain results of the researches, allowing to raise level of protection of the
automated and intellectual information systems of the transportation enterprises
(AISTE) in the conditions of an intensification of transportations. The article to
contain mathematical models and results of an estimation information systems
having Internet connection through various communication channels. The article

also considers the issues of research and protection of the AISTE under the condition
of several conflict data request threads.

Keywords: information security, information security, intelligent recognition of
threats, logic functions, fuzzy sets, heterogeneous data streams, the transport
industry.

Introduction

The influence of information automation systems pervades many
aspects of everyday life in most parts of the world. In the shape of
factory and process control systems, they enable high productivity in
industrial production, transport systems they provide the backbone of
technical civilization. One of the foremost transport businesses security
concerns is the protection of critical information, both within their
internal financial infrastructures and from external elements. Now more
and more open and standardized Internet technologies (e-business, e-
logistics, e-cargo etc.) are used for that purpose.

The focus on cyber security is increasing rapidly due to many high
profile and highly disruptive/damaging security breaches threatening
financial and physical damage across critical national and corporate
infrastructures. It also appears the nature of the threat is changing’.

The automated systems on transport vary in technologies applied,
from basic management systems such as car navigation; traffic signal

© LahnoV.A., PetrovA.S., KorchenkoA.G., 2014
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control systems; container management systems; variable message signs;
automatic number plate recognition or speed cameras to monitor
applications, such as security CCTV systems; and to more advanced
applications that integrate live data and feedback from a number of
other sources, such as parking guidance and information systems;
weather information; and the like.

A Transportation Management System (TMS) is a software system
designed to manage transportation operations. TMS are one of the
systems managing the supply chain. They belong to a sub-group called
Supply chain execution (SCE). TMS, whether it is part of an Enterprise
Level ERP System and has become a critical part of any (SCE).

The block diagram of a typical control system for transport,
figure 1.

Rapidly changing external and internal business environment,
necessity to adapt oneself very quickly and take adequate management
decisions in time make the effective use of corporate information to be a
pre-requisite for business success.

Users of sysiem resources Workstations @ Workstations i :: :
L)
|
Laocal host (LH). Computing
The monitoring Cenier
system
LH. The systemof
amarzency L
conmmmications Telecominunications
network (including the
Internet).
LH. Informnation The s¥stem
t o
e cryptographic
protection of
information
Sources of
information [
¥
Departmental, corporate LH. Security LH. Security
and regional system of system system
information security

Fig. 1. The block diagram of control system for transport

Various functions of automated information management systems
for transportation: Management of road, railway, air and maritime
transport; Planning and optimizing of terrestrial transport rounds;

1 AhmadD., DubrovskiyA., FlinnX., Defense from the hackers of corporate networks, Moscow
2005, p. 170.
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Transportation mode and carrier selection;Real time vehicles tracking;

Service quality control; Vehicle Load and Route optimization; Transport
costs and scheme simulation; Shipment batching of orders; Cost control,
KPI (Key performance indicators) reporting and statistics.

Since economic activities in Ukraine and CIS countries have boosted
in the recent years and, therefore, nomenclature and volume of traffic
has considerably grown, load on all types of transport (railway, motor,
air, sea and pipeline transport) has been increasing. Along with
increasing capacities of the existing and construction of new
transportation capacities, there are great reserves in enhancing
efficiency of the existing capacities (reduction of idle time due to more
accurate planning, etc.) and organization of automated information
exchange among consignors, carriers and other participants in the
transportation process. Various forms of wireless communications
technologies have been proposed for intelligent transportation systems
in Europe, USA and Asia. Short-range communications (less than 500
yards) can be accomplished using IEEE 802.11 protocols. Theoretically,
the range of these protocols can be extended using Mobile ad-hoc
networks. Longer-range communications have been proposed using
infrastructure networks such as IEEE 802.16, GSM, or 3G. Long-range
communications using these methods are well established, but, unlike
the short-range protocols, these methods require extensive and very
expensive infrastructure deployment. There is lack of consensus as to
what business model should support this infrastructure.

Today there is a wide range of software products of the leading
vendors at the market (Interbase, Oracle, IBM, SAP, Sun Microsystems,
Informatica), aimed at ensuring the maximum quality of resolving these
tasks. Service-oriented architecture (SOA) and technologies of web-
services based on open standards are very popular.

The modern approach to ensure the reliability of information
processes (IP) and its protection from unauthorized access (UA) is
supported at the international level by standard ISO/IEC 15408.
According to this approach, a reliable IP successfully counteracts to the
specified threats of security at the given external conditions of its
operation. This leads to continuous improvement as ways and means of
information protection (MIP) as well as ways and means of
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implementation of threats to information security (IS), resulting that

appearance of new MIP leads to its bypassing by means of attack??>.

Information security management has become a critical and
challenging business function because of reasons such as rising cost of
security breaches, increasing scale, scope and sophistication of
information security attacks, complexity of information technology (IT)
environments, shortage of qualified security professionals, diverse
security solutions from vendors, and compliance and regulatory
obligations.

As part of the state and interstate programs of information to
create information systems, information-management and automated
information systems transport industry (ISTI), as well as state
integrated information system (SIIS).

Active expansion of information and communication environment in
transport, accompanied by the emergence of new threats to information
security (IS), as evidenced by the statistics of incidents (see Figure 2)*.

3500 L

3000

1500

1000

500 e 2 2 2
543 543 543 543 543

2004 2006 2008 2010 2012

| ORailway (5) O %ea (4) mAir (3) OTransport infrastructure (2) mAuto Transport (1) |

Fig. 2.The number of incidents of information security in transport

This, in its turn leads to the need for a new interpretation of the
term “reliability of IP" that should be understand as lack of security
vulnerabilities, which can be a consequence of the implementation of the
various unintentional and intentional threats.

This eliminates a number of inconsistencies in the definition of
conflict MIP and attack.

2 AvizienisA., Lapried.-C., RandellB., LandwehrC., Basic concepts and taxonomy of
dependable and secure computing, IEEE Trans.Dependable and Secure Computing, USA 2004.
3 TrivediK., KimD., RoyA., Dependability and Security Models, USA 2001, p. 290.
4Transportation & Logistics 2030. Securing the supply, Germany 2014. pp. 254-286.
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In so doing, the reliability of IP should be characterized by its

conformity to some reference security model (invincible) circulation
(processing and transmission) of information. In this regard, there is a
practical problem that such things are only partially implemented in
practice and is not directly reflected in the relevant standards for
architectural solutions of automated systems, such as transport5
satisfying the common reference models.

Studies on the further development of models and methods of
information security based on the intelligent recognition of threats and
information security in transport is one of the main problems of
information protection of critical infrastructures state.

The reason lies in the fundamental theoretical difficulties of
modeling technologies ensuring the reliability and protection of IP in
automated data processing systems of critical applications (ADPS CA)
occurring when you try to connect a promising approach to ensure the
safety and protection of IP from UA with the flexibility of the
protective mechanisms.

The purpose of the article - description of the method and models of
recognition of information security threats, which, unlike the existing
permit to take a final decision on the existence of a threat to existing
and new classes of attacks against information systems.

1. Previous researches

The results of researches, allowing raising the level of protection of
the automated and intellectual information systems of motor transport
(AIS) enterprises under conditions of transportations intensification are
presented in the work.

The Top 10 information security threats for 2014:

Malware (Rising Threat).

Malicious Insiders (Rising Threat).
Exploited Vulnerabilities (Steady Threat).
Careless Employees (Steady Threat).
Mobile Devices (Rising Threat).

Social Networking (Rising Threat).

Social Engineering (Steady Threat).
Zero-Day Exploits (Rising Threat).

e N o

5 LahnoV., PetrovA.Ensuring security of automated information systems, transportation
companies with the intensification of traffic, Ukraine 2011, p. 170.
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9. Cloud Computing Security Threats (Rising Threat).
10. Cyberespionage (Rising Threat).
The 2014 CVE survey found 90% of respondents detected computer
security breaches within the last year and 73% reported financial losses

due to these computer breaches. Questions about the adequacy of the
Ukrainian science, engineering, and technology workforce are also rising
to a chorus. Reported shortages of skilled workers in the IT sector are
only one example.

To evaluate security of such a system, a security analyst needs to
take into account the effects of interactions of local vulnerabilities and
find global vulnerabilities introduced by interactions. This requires an
appropriate modeling of the system. Important information such as the
connectivity of elements in the system and security related attributes of
each element need to be modeled so that analysis can be performed.
Analysis of security vulnerabilities, the most likely attack path,
probability of attack at various elements in the system, an overall
security metric etc. is useful in improving the overall security and
robustness of the system. Various aspects, which need to be considered
while deciding on an appropriate model for representation and analysis,
are: ease of modeling, scalability of computation, and utility of the
performed analysis. The analysis of the protection of information
systems and automated control systems for transport companies has
yielded the following results (period 2012 -2014), fig. 3, 4°.

5,00% O Bxter nal distur bances
’ 10,00% 5%)

10,00% | m Vestedinterests of the
staff (10% )

O Disgr untled empl oyees
(10% )

O Natural disasters (25% )
25,00%

50,00%

B Unintentional action
(50% )

Fig. 3. The distribution of sources breach AIS
The decision of questions of complex maintenance of security and
stability of functioning of the AIS in the conditions of unauthorized
access (UNA), including, influences of computer attacks, demands the

SWorldwide Security and Vulnerability Management 2004-2014, Manchester 2014, p. 178.
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system analysis and synthesis of possible variants of construction of

means of counteraction UNA means. At complex formation it is
necessary to co-ordinate and inter connect functions and parameters of
the EXPERT, protection frames of the information from UNA, anti-
virus means, gateway screens, the communication equipment, the
general and special software and perspective means of counteraction to
computer attacks.

O Reluctance to negative publicity -
26%

B Confidence that the police does not
help- 22%

26% 26% O Fear that competitor s are using the
situation totheir advantage - 14%

O Addr essing the leader ship more

5% effectively - 7%

7% o .
22% B [gnor ance of what the police is
inter ested in protecting infor mation
security - 5%

O Other - 26%

14%

Fig. 4. The reasons for silence with information security incidents
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Fig. 5. Sources of exposure information security threats

As a result of systematic analysis of relevant information security
threats, figure 5. The classification has been done with certain basic
features and gives an idea about the various options of a destructive
impact on information resources.

Security professionals are aware that cyber criminals have
increasingly sophisticated weapons at their disposal for maneuvering
through online commerce systems and stealing information. Traditional
firewalls, IPS/IDS, and web application firewalls do little to help online
businesses understand the behavior of website visitors. Instead, they
narrowly focus on the network and server exploits only. The challenge
of detecting anomalous activity in real-time requires gathering various
“big data” sources and correlating them to understand user behavior.
However, current methods of detection fall short of this goal -
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individually, they examine only pieces of the behavior puzzle, not the

entire picture7’8.

To determine the likelihood of a future adverse event, threats to
AIS must be analyzed in conjunction with the potential vulnerabilities
and the controls in place for the AIS. Impact refers to the magnitude of
harm that could be caused by a threat’s exercise of a vulnerability. The
level of impact is governed by the potential cyberattacks impacts and in
turn produces a relative value for the assets and resources affected
(e.g., the criticality and sensitivity of the information system
components and data).

Threat assessment system consists of the following steps:

System Characterization (AIS);
Threat Identification;
Identification vulnerability;
Control Analysis;

Likelihood Determination;
Impact Analysis;

Risk Determination;

X NS oW

Control Recommendations;

9. Results Documentation.

A threat is the potential for a particular threat-source to
successfully exercise a specific vulnerability. A vulnerability is a
weakness that can be accidentally triggered or intentionally exploited. A
threat-source does not present a risk when there is no vulnerability that
can be exercised. In determining the likelihood of a threat, one must
consider threat-sources, potential wvulnerabilities AIS, and existing
controls.

The goal of second step is to identify the potential threat-sources
and compile a threat statement listing potential threat-sources that are
applicable to the information system being evaluated. A threat-source is
defined as any circumstance or event with the potential to cause harm to
an information system. The common threat sources can be natural,
human, or environmental.

In assessing threat-sources, it is important to consider all potential
threat-sources that could cause harm to an automated information

7 HarelD., Visual Formalism for Complex Systems, USA 1987, pp. 231-274.

8 LauF., RubinS., SmithM., TrajkovicL., Distributed denial of service attacks, USA 2000, p.
304.
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system and its processing environment. Result - a threat statement

containing a list of threat-sources that could exploit system
vulnerabilities.

The analysis of the threat to an automated information system must
include an analysis of the vulnerabilities associated with the system
environment. The goal of this step is to develop a list of system
vulnerabilities (flaws or weaknesses) that could be exploited by the
potential threat-sources. Vulnerability: A flaw or weakness in system
security procedures, design, implementation, or internal controls that
could be exercised (accidentally triggered or intentionally exploited) and
result in a security breach or a violation of the system’s security policy.

2. Models, methods and information technologies of protection of
corporate systems of transport based on intellectual identification of
threats

The main task of discrete recognition and vulnerability search
procedures (DRVSP) building is search of informative sub descriptions
(or description fragments) of objects”.

We consider informative objects to be the objects that reflect
certain regularities in description of objects used for training, that is
presence or, vice versa, absence of these fragments in the object, which
is being considered, allows attributing it to one of classes. The
fragments that are met in descriptions of one-class objects and cannot be
met in descriptions of other classes’ objects are considered to
informative in DRVSP. The regarded fragments as a rule have a
substantial description in terms of designing information safety systems
(ISS).

An elementary classifier is understood as a fragment in a
description of a training sample. A certain multitude of elementary
classifiers with preset properties are built for each {KL,,...,KL}class.

Another problem is presence of objects, which are on borderline between
classes {KL,,...,KL;} and {B, ....B, jamong the study samples of objects.

Each of such objects is not “typical” for its class, as it resembles to
descriptions of objects belonging to other classes. Presence of untypical
objects extends the length of fragments used to distinguish objects

o LahnoV., PetrovA., Modelling of discrete recognition and information vulnerability search
procedures, TEKA, Poland 2010, pp. 137-144.
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belonging to different classes. Long fragments are less frequent in new

object, thus extending the number of unrecognized objects.

The necessity of building effective realizations for discrete
recognition and vulnerability search procedures is directly connected to
problems of metric (quantitative) characters of informative fragments’
multitudes. The most important and technically complex are the
problems of obtaining asymptotical estimates for typical number values
of (impasse) coveringand the length of integer matrix (impasse) covering
and also the problems of obtaining analogical estimates for permissible
and maximum conjunctions of a logical function, which are used for
synthesis of circuit hardware-based ISS solutions.

There is, as a rule, no reliable information about the structure of
PA multitude available while solving tasks connected with projecting an
effective AIS information safety system, that’s why having built a
discrete recognition and vulnerability search procedures algorithm we
cannot guarantee its high performance on new objects different from

{SPa1s-+-»SPam ) - Nevertheless, if the training samples are quite typical

for the considered multitude of objects, than the algorithm that makes
infrequent mistakes in studies will show acceptable results with
unknown (not included in training samples) objects also. In this
connection, correctness of discerning algorithm is the problem that
should be paid great attention. The algorithm is considered to be correct
if it discerns all the training samples correctly.

The main objective is to search DRVSP building fragments
describing objects, see. Table 1.

The simplest example of a correct algorithm is the following: the

considered object sp,,is compared to descriptions of every training
sample{sp,1,..-»SPam ) - In case if the sp,,object’s description coincides
with a description of a sp,,training sample, the sp,,object is attributed

to the same class as the sp,;object. In other case, the algorithm declines

to recognize the object. There is no difficulty noticing that though the
foregoing algorithm is correct, it is not able to discern any object which
description does not coincide with description of any training sample®®.

19 T1.ahnoV., PetrovA., Experimental studies of productivity change in corporate information
systems for companies in terms of computer attacks. Informationsecurity, Ukraine 2011,
pp. 181-189.
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Let us introduce the following symbols. Let NP, stand for a set of

r, ,r, < MIdifferent integer-valued characters of

{p ajl LXEXE)] pajr } klnd'
Thus, the schematic circuit of estimation algorithm building for
information safety systems is the following. The whole range of

differenthp = {Daj,srPay )2 < MItype sub multitudes is picked out

P,
inside the {pal,_,,,pa_m}character system. Later the picked sub multitudes

are named reference multitudes of the algorithm, and their whole range
is designated by QMI .
Further, let us set the following parameters:

* POy is a parameter characterizing significance of a spg, i= 1,
2,..., PAtarget (object);

* Ponp, is a parameter characterizing significance of an object
belonging to a reference multitude NPpa 0 QMI.

Table 1
The knowledge base for the intelligent recognition of threats to
information systems

Attributes Signs The Terms for the
(Signs Class threats) Class [importance The linguistic
. univer- .
threats | of sign evaluation
sum
@Oy seees Oy
The set of classes of Pax =
information security threats |={Pax1.---»| based Critical and
KL ={KL,,...,KL,}, Paxy )+ onNIS i
- ¢ K uncritical
e set targets for attac -1< IZpaxj [0, N, or
PA ={PA,,...,PA,}, <1
. . = or
The set of information (0,1, | Identified,
security NP« = {n{’al,...,njpau }, c. u. partially
The mathematical sets of identified
possible attackers y = {uy,..,ug) > threats,
The sets of incidents undiag-nosed
NIS = {nisy,...,nis;},
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The sets of variants attack on
the system At =(am,..., AT}

and others.

The state systems (AIS) s ={Six .....Six_}

Methods and means of protection of information

SystemsD = {Dssil seses D33ir }

33i

The rules for result output IF(KL, C...CKL, CSyg, C...C S )

h;
THEND,, andp®(sy )= p@l[uyl (v1)O...Op® (cpv)} p=1h;,j=1 MI,

me ¥ (yq),ee u®@,), u®@,) — membership function y;, @,,...,®, of the

fuzzy variables to terms; y; — the state of information security {below

critical, critical, above the critical, high}; L — logical OR, L - Logical
AND as operations max and min, respectively.

Further comes the estimation procedure. The considered object

SPypis compared to every training sample sp,;0of every reference

multitude.
AT'(sp,,KL)estimation of sp,object belonging to KL class is

calculated for each vulnerability class of AIS
KL, KLO{KLy,...,KL;}in the following way:

1
P(Spa’KL) = L— Z Z pospa Q)ONPpa [BN(spa9spai9NPpa )9(1)
| LWk, |spaiDKLNPpa COMI
Where | LWk, |5 KL 0 {Spa1,--+5SPamr.} | -
The sp,,object is attributed to the class that has the highest

estimate. In case if there are several classes with the highest estimate,
discerning fails. Obviously, the ready-built algorithm is not always
correct. Correctness of this algorithm requires compliance with a linear
inequalities system of the following type:
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F(Spal’ KLI) > F(Spal’ KL2), F(SpaMll ’ KLl) >

> I'(spamt, » KLg), I'(spamr,,, » KLg) > I'(spa,,, » KLy).

3 3 . (2)
F(SpaMI ,KLz) > F(SpaMI’ KLl).

The solution of the system comes up to choice of POg, | = 1,

2,...,PA,andpq\Iga, NB, OOMIlparameters. In case if the system is not

combined, its maximum combined subsystem should be found and the

solution of this subsystem defines the parameter points for po 8D o and

pONPm1 .

Let’s regard the situation, when the objects of the considered PA
multitude are described by the characters, each possessing values of the

{0, 1""’kpa - 1} multitude.

Let’s associate the (0pop»NP,,) elementary

classifier,whereopop = (0pop, 5---»Opop,)» Np,, is a set of characters

. . . . . o
numbered Hoeeddr,, with an elementary conjunction O = p:;szPl a}fjoprpa .
1 Tpa

If sp, =(0pays-.-» OpPayp) 1S an object of the PAmultitude, then

obviously BN(opop,sp,,NP,,) =1only in case when (ap,y,..., Apayy) ONIp,

where NIjis a truth interval for the elementary conjunction L.

Let’s show that building a multitude of (KL) =B, l)class elementary
classifiers for the models previously considered in the article adds up to
finding permissible and maximum conjunctions of the characteristic
(KL)) = B, )class function, which is a double-valued logical function
possessing different values for training samples of KL, &KL, .

The procedure of threat recognition for a certain target, that is the
Sp, = (Op,1,..-,0payy) Object, is carried out based on the calculation built

with the help of elementary conjunctions. Using the algorithm of
conjunction calculation by class coverings seems to be the most
economical in this case. A characteristic function of KL; class of
information threats is a certain logical function Fg;, possessing value 0

for descriptions of sp,, =(Apa1s--., OPanyy) belonging  toKL, and
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possessing value 1 for other character sets belonging to EI\K/I%‘ Here X!
is a multitude of all Iy, long sets. A permissible conjunction forFg; is

associated with the KL; class covering, and the maximum conjunction

for Fgy 1is associated with its terminal covering. A permissible

(maximum) conjunction [ is wused to determine if the

SPan = (ADPap1s--+»OPanmr) Object belongs to (KL1)=(Bp1)ClaSS, in case if

(apg1s---> OPayr) U NI

Thus, building a multitude of elementary classifiers for the
simulated class of information treats adds up to the following!':

1) specifying a characteristic function;

2) building a disjunctive normal form, which realizes this
function. The biggest difficulty is building disjunctive normal forms
from maximum conjunctions (shortened disjunctive normal forms) of a
characteristic function;

3) calculating a permissible (maximum) conjunction [, which
determines of the object belongs to a certain class of threats.

For each class, the number of threats to information security signs
ranged from 3 to 9. Informational content of a sign can change in the
range from -1 to +1. To evaluate the effectiveness of recognition
procedures used cross-validation method. Examples of the results of
performance testing method DRVSP shown in Fig. 6-9.
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Fig. 6. The probability of recognizing Fig. 7. The probability of recognizing
the threat of “Unauthorized access to the threat of “Unauthorized access to
the video server” the user's password”

1 LahnoV., PetrovA.,Marketing and logistics problems in the management of organization.
Task The Research of the conflict Request Threads in the Data Protection Systems,Bielsko-
Biala 2011, pp. 230-251.
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In the following part of article the question of application of
models of intellectual recognition of threats, for the task of the
description of operation modes of information systems with blocking of
the non-uniform flows of requests is considered. These non-uniform
flows of requests meet in case of difficult invasions into information
systems, for example, in modules of systems the client-bank, e-
business, e-logistics, e-cargo, e-ticket, GSM-R, VSAT systems, etc.

During tests of the developed expert system (Fig. 10), the task of
detection of DoS/DDoS of attacks is selected.

Fig. 10. General view of the "Analyzer threats”

The knowledge base from nine rules was used. The knowledge base
is capable to define seven types of attacks of DoS/DdoS. In addition,
known signs of attacks and additional signs for the description of a
status of system (tab. 1) were used. Example list of factors that affect
the productivity of information systems under the threat of DDoS
attacks, presented in the form of linguistic variables, for which the
selected set and wuniversal terms. According constructed fuzzy
knowledge base, representing a set of fuzzy rules "IF-THEN" that define
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the relationship between input and output variables. For fuzzy
knowledge bases composed logical equation*?.
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Fig. 11. Probability of detecting DDoS Fig. 12. The value of error
attacks detection of DDoS attacks of the
first kind and the second kind

According to the results of the experiment, the DRVSP DoS/DDoS -
attacks, following results were obtained for the errors of the first kind
(false positives) - 10.2% for the error of the second kind (the number of
detected attacks) - 2.9%, Fig. 12.

The discrete recognition search procedures allow creating
"intelligent” system in which the detectors can effectively detect not
only known but also unknown cyber-attacks. The structure, functioning
and learning algorithms of discrete recognition search procedures
detectors are presented. The results of studies that prove the
effectiveness of the proposed approach are also presented.

3. Results

In the aftermath of the DDoS attacks, security experts identified
network intrusion detection as one of several technologies that can lead
to improved network security. While intrusion detection processes alone
cannot prevent or defend against security attacks, they can serve as a
valuable source of information for security administrators about the
types of activity attackers may be using against them. Network
intrusion detection (NID) is the process of identifying network activity
that can lead to the compromise of a security policy.

With the fuzzy input sets defined, the security administrator can
then construct the rules of the fuzzy system. Fuzzy rules are written

12 LahnoV., PetrovA.,Management and production engineering. Modeling information security
system of transport enterprises, Bielsko-Biala 2012, pp. 221-248.
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using common sense experiences by the security administrator. The

rules designer seeks to define rules that cover as much of the input
space as possible Using tools such as the Matlab Fuzzy Toolbox, the
designer can check the input rule space to ensure that the fuzzy rules

cover the input space and that all output responses are defined, figure
13.

4. Conclusions of the work

Operation is devoted to research and development of theoretical
methods, models and software products for support of information
security on transport.

Main results of researches:

1) The method of intellectual recognition of threats based on
the logic functions and indistinct sets has been developed. The method
allows increasing the efficiency of recognition of threats for information
security to 85-98% (depending on a threat class). In addition, it is
possible, to use a method for creation of new systems of information
security on transport.

2) The offered models have been realized in the form of expert
system, which can increase efficiency of recognition of computer
invasions DDoS to 97-98%.
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APPLYING OF DISCRETE KALMAN FILTER TO
PROBLEM OF MEASURING OF LIQUID PROPELLANT
LEVEL UNDER CONDITIONS OF SWING

The article is devoted to designing of a discrete Kalman filter for solving
problem of measurement of propellant level in launch vehicle tanks during load

operation under conditions of launch platform swing as well as to some results of
study of effectiveness of designed filter.

Keywords: launch vehicle, level gauge, Kalman filter

Dosing operation for tanks of sea based launch vehicles (LV) such as
LV of space launch systems “Sea Launch” goes on under conditions that
are significantly different to conditions in which ground based rockets
are loaded. A feature of sea based system is that a launch pad where
rocket is installed is non static. Launch pad being part of launch
platform (LP) moves together with LP swinging under influence of sea
waves. Rocket makes oscillating motions deviating from vertical with
angles about one degree. An error that could significantly decrease
loading accuracy and respectively reduce launch vehicle performance [1]
occurs during liquid propellant level measurement process provided by
dosing system (Level Monitoring System — LMS) sensors that are usually
located at some distance from a longitudinal tank axis. Using of
hydraulic dampers to decrease influence of rocket swing (that from
point of view of level measuring is seen as a respective periodic
deviation of liquid surface from a nominal position that is a
perpendicular to longitudinal tank axis plain) on dozing accuracy is
ineffective because frequency of that oscillations is ten times lower than
frequency of free liquid oscillations inside tank to suppress which
hydraulic dampers are dedicated. There is another way to achieve
appropriate measurement accuracy and this one is an applying of
algorithmic methods for filtering sensor signal. One of the most
effective methods of filtering is a discrete Kalman filter.

This article is devoted to designing of a discrete Kalman filter for
solving the problem of measurement of propellant level in LV tanks
during load operation under conditions of LP swing as well as to some
results of study of effectiveness of designed filter.
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A paper [2] presented a model for simulation of liquid propellant

level measuring process going on under conditions of swing and this
model could become a base of discrete Kalman filter for digital
treatment of signal from continuous (along tank height) level sensor. In
space state representation the model is described by two matrix
equations. First one describes a system movement in space states,
another one represents an output:

x, =Ax,_, +Bu,, (1)

z, = Cx, +Du, (2)

. _ T
Space states vector is x, —[X1k Xo X3 X4 x5k] . Input vector

isu, :[u1k U, Ug U, u5k]T. Output variable that is result of

measuring is a scalarz, . A model structure that includes shaping filters

(SF) for simulation of liquid level oscillations and velocity of tank
filling with required statistic characteristics is presented in picture 1.

U SF for Y3
——»| oscillations
(X3,X4)
Uy SF for Vi1
—»| velocity of [ Vo Va Hydraulic Vs =
filling (x1) + » damper |— —
J f
Us (Xs) (ys)
(x2)

Picture 1 Model structure
Hereinafter:y,— linear velocity of tank filling, y,— level of
propellant in the tank, y,— liquid surface oscillations,y,— propellant
level at the LMS sensor location point, y.— propellant level inside

hydraulic damper shell, z- value of propellant level measured by LMS
sensor. All values y.,zare measured along longitudinal tank axis from

one common point of reference.
Matrix in equations (1) and (2) are like this:

© MazurenkoV.B., 2014
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p, - &
aa 0 00 0 1 0 0 0 O]
Lty At
———— 0 0 0 O
TaAzt 1 0 0 0 2(T, + Azt)
(T, + )
A= 2 B 0 0 0 00
0 0 0 1 0 0 1 0 00
0 0 -a, -a 0 2
2 1 \ At 0 & 0 0
T _ At At 2
T,At? v g AT, + )
a—At At b, b, < L 2 J
2T, + —)° T, + —
] (T, 2) -y
C = T At° At? b,At b,At T, At

Aty At At At At Aty
AT, + )T, + =) 2T, + =) 2(T,+ =) 2T, +—) (T, +—
T+ 5T+ =50 2T+ =9 2T+ =) 2T, + =) (T, + )

D=

3
At 0

At At
8(T, + —)(T, + —-
(T, 2)(y 2)

At
2(T, + ?)

00 (3)

To explore system state via variables that reflect real physical

values it is convenient to use the expression below:

T At

At
T + —
(a 2)

T,At?

G = 0
T,At?

T At

At
2T + —
(T, 2)

At ,
2AT + =
(T, 2)

¥y, = Gx,, where

0 0
At 0

0 b,
At b,
At? b,At

(4)

0 0
0 0
b N G)
b, 0
b,At T At
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There are following constant values: — time constant of

attenuation in a correlation function of linear velocity of tank filling,

T,-time constant in a first order system that represents a hydraulic

damper model, At— sampling period. Some coefficients were introduced:

8b 2a  4b
it 2 e 2 g
T 792 4b’ 2T 922 4b’ T 2a 4b’ 2~ . 2a 4b’
1+°%+ == 1+°%+ = 1+°%+ == 1+°%+
At At At A At At At At
Where a:% b:%
Mo+ Mo+

Symbols applied: p— coefficient of irregularity in description of
signal model like “an irregular swing” type that generated by SP of

oscillations, - predominant frequency in “an irregular swing” type

signal. Inputs u, and u,are white Gauss noise with variance:

_2T.D, 2aD

D, and D, = R, where (7)
At At

D, —a variance of tank filling velocity, D, — variance of LV
inclination angle a in direction to sensor, R — distance between tank
longitudinal axis and sensor.

Input u; is used to enter some determinate signal during

simulation.
LMS level sensors could be continuous or discrete type [3]. Formula

(2) covers only case of continuous measurement and thenz =7y,. For

simulation of discrete measurement a quantization with a permanent
step should be applied to output:

Z = {yf’k—_ho + l} +h,, where (8)
0 2

h,-height of zero level of a LMS sensor measured along

longitudinal tank axis from a common point of reference, O-

quantization step (along tank height).
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Expression (8) together with (1)+ (5) is a simulation model capable
of generating of signal sequence that adequately reflects a process of
tank filling and measuring of liquid propellant level by discrete sensor
under conditions of LP swing. But this model is not suitable for discrete
Kalman filter due to significant nonlinearity of relation (8). Building of
linear discrete Kalman filter for processing of signal from discrete level
sensor could be made as a follow.

1. We will use the mathematical model (1) + (3) to describe the
observed process.

2. We will suppose the sensor static characteristic as a linearz = y;.

3. We will consider the deviation of real static characteristic (8)
from assumed linear characteristic as a random value or “a quantization
noise”. To simulate the quantization noise we will introduce one more
SP to the model (pic. 2).

g

U SF for V3 SF for
——» oscillations quantization
(x3,%4) (X6,X7)
. Ye
Uy SF _for Vi Vs Va Hydraulic Vs
———» velocity of ——» damper Z
filling (x4) (xs)
(x2)

Picture 2 Model of process with SF for quantization

In this case the quantization noise is not white. This conclusion is a
consequence of the fact that float discrete level sensors with inductive
link between float and sensitive circuit are used in LMS as discrete level
gauges. A quantization step of these sensors is 5-6% of measurement
range [4] and no less than 10 mm. Level of liquid passes one discrete
quantization level of sensor for 20-60 seconds but sampling period for
such type of measurements is no more than one second. When
quantization step is big and velocity of variation of input signal is low
then rounding of sequence of impulses occurs to the same side, to the
same value. Quantization error at certain point of time becomes to be
depended on its previous value and therefore can’t be considered as a
white noise.
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Guided by the approach described in [5] we assume correlation

function of discrete random process that represents the quantization
error of the described type in this form:

mAt 1

K (m) = f; Kc(m)[ e

—1‘+6

} , Where 9)

c Cc

m-— number of sampling periods of time between two impulses,

K, (m)—correlation function of linear velocity of tank filling,0 —standard

deviation of linear velocity of tank filling, 1-integer part of quotient

m_At’ T —average time period of passing one discrete quantization level

T,

C

by liquid surface T, :VE, where V_— average linear velocity of tank

filling during load operation.
We suppose that correlation function that describes signal of linear
velocity of tank filling could be presented in the form:

K, (m) =o% ™ where (10)

1

E —— —attenuation constant.

T

a
Discrete spectral density of signal described by correlation function
(9) after consideration of (10) is presented in terms of pseudo frequency
Aby the formula:

At?

e 8 asliron)asa
, where (11)
2T[2At Z‘ i’ ‘1 +c N + di(jk)z\
c; :%’ d; :#
€+ 1) SR

If it is limited only by first harmonic then formula (11) describing
the discrete spectral density will be represented in this form:
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2
A+ + 22 % .
4 d=——, where (12)

’ C=——> ’
[1+ ajA + (N g +y? & +y?

S(A\)=N

21 . .
Y :?—spemflc own frequency, i.e. average angular frequency of

passing across quantization levels,N— level of spectral density that is
defined by the way of integration (12) over the interval with infinity

endpoints and then equating of obtained value to variance of
2
quantization noiseD = 16—2 . In accordance with [5]:

2
N _0 ¢ (13)
12 At

On the base of formula (12) afrequency response of required
shaping filter shall be:

L aeNanas A2tj7\)
BON = vaoy (14)

and variance of white noise that should be entered via its input to
provide required level of spectral density (13) of signal shaped on filter
output shall be:

& c

D =—— 15
om 12 At (15)

To pass from frequency response to discrete transfer function we

1
performed substitutionAj — 21 Z_l
Atl+z

44d o 4d

At + At 7
H(z) = (16)
+ -1 -2
1 2¢ 44 - 2¢  4d °
1+—+— 1+—+—
At At At At

and have got:
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After entering of obvious designations and reductions we have got

discrete transfer function of SF for quantization noise:

d, +d,z"

H(z) =
(@) 1+clz_1+czz_2

(17)

Considering definitions presented by pic. 2 it is in space state
representation:

{ X6k :X7k—1 (18)
X7 T7CXg T CiXppg T Ug
Ve = ~ dCyXg +(d; —dyc,)x,, +dyug, (19)

We will modify the model of continuous measuring that was

presented above (1) — (3) in such way that the model could be used at
Kalman filter even in case of discrete measurements. After changes that
are caused by appearance of additional equations (17) and (18) matrix
A,B,C and D will take form presented bellow. Matrix equations (1) and
(2) will remain in the same form.

p - o
2 0 0 0 0 0 0
At
T + =0
*7 2
th 1 0 0 0 0 0
T, + —)°
(T, 2)
A= 0 o 0 1 0 0 0
0 0 -a, -a, 0 0O O
At
2 T - —
LtAtAt b, b, — 2 0 o0
2(T, + —)° T, + —
T+ ) Vo2
0 0 0 0 0 0o 1
| 0 0 O 0 0 —C, —C, | (20)
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1 0000 O O]
Lm; 000000
oT + 2F
(T, 2)
0 00000 O
B= 0 100000 (21)
2
A—tAt 00000 O
AT + 2F
(T, 2)
0 0000O0O
0 01000 0
I T At? At? b, At b, At |
ar, + S+ A o+ B o+ BY o+ BY
C - 2 2 2 2 2
T At
- —Atz _docz d1_doc1
_ T+ ) _
3
D= Aft — 0.d, 0000 (22)
8(T, + ?)(Ty + ?)

A recurrent algorithm of the discrete Kalman filter [6] consists of
two phases: predict and update.

Predict
x, =Fx_, (23)
P, = FP_ F' + BQB' (24)

Update
K, =P H'HP_.H" +R)™ (25)
x, = x, +tK, (z, —Hx ) (26)
P =I-K.H) P_, where (27)

It is applied following commonly used definitions that relate to

current state of measuring and estimation process, i.e. to step k:
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N

x,—7x1 vector of state estimate, P,— covariance 7x7 matrix of
estimation errors, Q- covariance 7x7 matrix of input white noises,
K, -7x1 vector of Kalman gain,R — covariance matrix of observation
noise (in this case — scalar R), z,— observation vector (in this case —

scalar z, ), | — identity 7x7 matrix. Matrix F andH are defined in this
way:F=A, H=C.

To monitor system state via variables that reflect real physical

N

values it is reasonable to use transformation y, = Gx_, where matrixG
has the form (5).

Valuesz, are indications received from output of discrete LMS level

sensor at timek. During filter debugging and testing these values
should be obtained from the output (8) of the model (1) — (3) (pic. 1).

Signalsu,, u, andu, are independent therefore in accordance with
(7) and (15) matrixQ has the form:

21.D, 0 000 O
At
o 22Pap o 90 0 0
At
5 ¢
-l o °° 9000
Q 12 At (28)
0 0 0 000 O
0 0 0 000 O
0 0 0 000 O
0 0 0 000 O

R —-is a scalar that, in substance, is a variance of the random
variable Du, and on the base of expressions (7), (15), (22) it is calculated
like this:

At 22TaDc+d26_2 c

R = ( ) 0 _

(29)

To provide filtering of signal from continuous level sensor by the
designed Kalman filter, matrixA,B,Cand D shall be defined by
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expression (3), and elements of matrix Qas well as scalar R shall be

defined by formulas (28) and (29) considering that variance of signalu,

is zero.

Series of simulations using model (pic. 1) to imitate signal from
discrete LMS level sensor have been performed with the aim to confirm
a capability and efficiency of the designed discrete Kalman filter in its
application to the task of measuring of propellant level in LV tanks
during load operation going on under conditions of launch platform
swing. A second stage fuel tank of LV “Zenith” of “Sea Launch” system
was selected as an example for simulation. Input data for calculations
are indicative and were formed by the analogy with known samples.
Geometric characteristics of tank, quantity of fuel inside tank and LP
inclination angles during load operation were defined using document
[7]. Supposed quantization step is 12 mm and assumed sampling period
is one second. Modeling was performed in MATLAB environment and
for that a specific set of scripts and functions was designed and tested
there. Designed software is a program implementation of methodology
of simulation and filtering presented in this paper. It provides
simulations for process of tank filling with liquid propellant in different
modes and under different conditions as well as algorithmic treatment
of simulated LMS input signal by the means of discrete Kalman filter
with imitation of forming of signals for load operation control. The
software set permits to perform variations of all mentioned above
parameters of measuring process and filtering as well as of ambient
parameters. Thus it is created a possibility to estimate influence of
those or other factors including constructive ones on principal
characteristics of dosing system.

The performed works have confirmed a full capability of designed
filter and have demonstrated that applying of discrete Kalman filter for
processing of level sensor signal redsuces a value of random component
of loading error related to LP swing and discreteness of sensor from
+130 liters to +50liters.

Findings
As a result of performed theoretical studies, the key content of
which is presented in this article:
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1. A discrete Kalman filter for solving problem of measurement of

a propellant level inside LV tanks during their loading under conditions
of launch platform swing have been developed.

2. It is developed a software set that provides simulations of filling
process inside LV tank in different modes and under different loading
conditions as well as it provides processing of level sensor signal
obtained during simulations, by the means of discrete Kalman filter.

3. Simulation and estimation of efficiency of the designed discrete
Kalman filter in its application to measurements processing at Level
Monitoring System have been performed. Calculations made for selected
example demonstrate that applying of Kalman filter could reduce a
value of a loading error component related to LP swing and discreteness
of sensor two and a half times.
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MODELLING OF KINETICS PLASMA-CHEMICAL
DISPOSAL OF PERSISTENT ORGANIC POLLUTANTS IN
WATER SOLUTIONS BY HIGH-VOLTAGE PULSED
DISCHARGE

Summary. The problem of disposal of persistent organic pollutants arose in
1972 and did not lose relevance to the present day. Modern technologies for waste
disposal for example the high-temperature incineration or pyrolysis can’t produce
satisfactory results, because any from these methods transforms target toxic
compounds to some other harmful compounds. For example, incineration of
organochlorine compounds and polychlorinated biphenyls intensively produces
dioxins. This work represents materials of experimental and theoretical research that

can be the basis for creating plasma-chemical technologies for the full destruction of
persistent organochlorine toxicants in water solutions.

Keywords: spark, long streamer, persistent organochlorine toxicants.
Introduction

Analysis of the proposed internationally efforts to ensure
environmental safety, gives reason to believe the low level of industrial
technology utilization persistent organic pollutants (POPs) on the list
established by the Protocol on Persistent Organic Pollutants Stockholm
and other conventions 1979-2001 years [1-4]. At the same time this very
list updated with new items. The difficulty creating such technologies
associated with extraordinary chemical resistance under mnormal
conditions these substances and not only [5]. Typically, destructive ways
of recycling materials associated with the use of high temperature
combustion, pyrolysis, electric burning, and so on. However, in a
reactor, where the following processes, there is always a transition zone
between the area where intensive decomposition precedes target
compounds and the environment under normal conditions. So these
reactors contain essentially the area in which a high probability of the
reverse process can occur, leading to the synthesis of toxic substances.
For example, the destruction of organochlorine POPs in pyrolysis
furnaces is intense produsing of dioxins due to fundamental
thermodynamic properties of pyrolytic decomposition of PCBs [6]. That
is, there is no general disposal but only converting one kind of pops into

© OlszewskiS.V., TanyginaO.M., DemchenkoV.F., ZayatsE.R., 2014
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another. It is even harder to achieve the required result during the

destruction of toxic pollutants that exist in the form of water solutions.
The problem is that the presence of water molecules, hydroxyl and
hydrogen in the reaction zone by quite a wide range of temperature
conditions causes a cascade of fast processes of synthesis of toxic
substances - such as phosgene [7].

One of the most effective and safest directions of plasma-chemical
treatment of POPs can be using of high-chemically active particles, that
are generated in electrical discharges, as the main factor of degradation
of toxic molecules. From the results of experiments it is known that
plasma discharge treatment of water solutions of stable macromolecular
compounds can lead to total destruction of their [8]. However, the
question of the composition of the end products of this process remains
open.

The proposed work is devoted to experimental and theoretical
investigation of the possibilities of wusing plasma-liquid systems
atmospheric pressure for removal of certain kinds of POPs in water
solutions by their complete decomposition and clarify of possible
mechanisms of degradation of toxic molecules under the influence of
physical and chemical factors generated in plasma.

Experiment technique

Discharge system to implement a pulsed discharge in a long
streamer mode [9] is shown schematically in Figure 1. To compare the
effects of electrode material for chemical processes in the working
solution a system was created in two versions: with liquid - a) and metal
- b) base electrode. Liquid base electrode consisted of a cylindrical
quartz insulator - 1.a), hermetically sealing silicone injected through - 4
in nickel camera to supply current — 2.a). Working solution - 6 was
placed in a glass vessel conical shape, which served as the working
liquid electrode — 7. This glass vessel is tightly connected with the
nickel camera to supply current — 8 similar to the camera — 2. Defensive
liquid filled electrode with distilled water — 3.a). The metal base
electrode — 1.b) were placed in a teflon insulator — 2 so as to form its
recording surface liquid meniscus shape repeated electrode. To test the
spark discharge between the reference and working electrodes were
served a series of high-voltage pulse of 75 kV repetition rate of 200
Hz.The plasma channel — 5 formed between the surface of the working
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fluid — 6 and the meniscus surface of distillate— 3or working surface of

the metal electrode. Breakdown voltage level at the beginning of
exposure was ~ 60 kV. In the process of changing the chemical
composition of the working fluid under the plasma influence this
voltage decreased in some cases up to 30 kV. The average pulse energy
was ~ 200 mdJ. Pulse duration equal to 150 microseconds.

60 kV,
200 Hz

Figure 1 — High-voltage pulse-periodic discharge system with liquid -
a) and metal - b) bas electrode.

Electrical characteristics of the investigated discharges were
recorded direct measurement with capacitive sensors and high-voltage
current transformers using high-speed digital oscilloscope «Regol
DS1102M». Plasma parameters were recorded emission spectroscopy
methods whith wusing CCD-spectrometer «OceanOptics S2000».
Registration composition of working solutions was performed by liquid-
gas chromatography and gas chromatography-mass spectrometry.
Qualitative and quantitative chromatographic analysis was performed
using a gas chromatograph "KrystalLyuks 4000m” produced by
MetaHrom and chromatography-mass spectrometer «Clarus 600"
manufactured by PerkinElmer.
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The destruction of POPs in water solutions by high-voltage pulsed
discharge

Experiments for the disposal of some of the most persistent and
widespread POPs have been held for water solutions of p,p’-DDT, DDE
and aldrine. The concentration of substances in the solution was ~ 1
mg/l. We used the following modes of solutions processing: positive and
negative potential on the solution for the case of liquid reference
electrode - Fig. 1 a), and positive and negative potential on the solution
in the case of metallic reference electrode - Fig. 1 b). Solution was
processed with pulsed-periodic discharge frequency of 200 Hz for 60
min.

The chemical composition of organic compounds in solution before
and after processing was recorded by liquid-gas chromatography and gas
chromatography-mass spectrometry. The results of chemical analysis of
processed solution p,p-DDT, are shown Table 1. The complete
destruction of the substance tested for all modes. In similar
experiments, it was found that the DDE and aldrine for 60 min.
destroyed completely too.

Table 1

The products of destruction p,p’-DDT (C4HoCl5) under the influence of

plasma high-pulse-periodic dischargee. Presence of the substance marked
in gray.

Liquid electrode Metal electrode

Initial
Compound ) On On On On
solution

solution + | solution — | solution + | solution —

C10H18()2

CZ2H44

C1oH3402

C22H42()4

C19Hj3g09

C16]:_]:34()

CarHse

Cl4chl5

C22H42()4
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To enable the kinetic model of the mechanism of plasma-chemical

destruction of macromolecular compounds the experimental studies of
spark electrophysical characteristics at plasma-liquid system were held.
Studies have shown that the shape of the pulse voltage to discharge that
breaks between two water surfaces or between the metal and the water
surface, somehow evolves during exposure solution by plasma (Fig.2.).

U, kV :
o 11— 00min.
60— 2— 01 min.
3— 02min.
30 4—29min.

R

0 e — A\ e

0 500 t, uc

Figure 2 — Evolution of the shape of the pulse voltage during plasma exposure
solution. Curve — 1 corresponds to the solution state at the beginning of
processing 2 — Exposure for 1 min., 3 — 2 min., 4 — 29 min.

Form voltage pulse consists of relatively sharp peak amplitude from
30 to 60 kV and duration of ~ 10 — 50 ps, and trapezoidal pulse
amplitude of 10 — 20 kV and duration of ~ 50 — 100 ps. The high-
voltage sharp peak corresponds to capacitive discharge combustion
mode, trapezoid — inductive. The evolution of the discharge pulse was
increasing steepness Z; falling edge of «capacitive» peak and decreasing
inclination angle O, «plateau» of inductive mode.

The experiment showed that the evolution of the pulse form is
mostly in the first 120 seconds of exposure of working solution by
plasma. Comparison of evolution curves for pulse form to the working
fluid and metal electrodes (Figure 3) provide grounds to consider that
this evolution is related to the changing of the conductivity solution due
chemical modification of working liquid under the influence of plasma.
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a.u. 1 @ Base liquid cathode ®L’ a.u
,,,,, 2@ Base liquid anode e
""" - 3 A Base metal cathode :
. /A Base metal anode

1 @ Base liquid cathode
2 @ Base liquid anode

3 A Base metal cathode
4 A Base metal anode

0,1+

0,01 L

0 50  t, min. 0 50 t, min.
a) b)
Figure 3 — The time dependence of the falling edge steepness Z¢ of the high

peak discharge pulse — a) and inclination angle ®;, «plateau» inductive
discharge mode — b) for various configurations discharge system. Round
markers correspond to the liquid base electrode, triangular — to the metal
electrode. Black color corresponds to the case of a positive potential on the
solution, gray — negative.
Results of modeling the kinetics of plasma-chemical degradation of
p,p-DDT

Kinetic model of spark discharge between the liquid surfaces was
built as the development of long streamers classical model [10] in
conditions of liquid electrodes. The ultimate aim of the simulation was
to calculate the number of particles in the liquid phase that are born
during one high-voltage impulse, to calculate the solutions’ relative
conductivity time dependans, and comparison of simulation results with
experimentally obtained curves. According to [10], the classic basic
physical model of long streamers includes continuity equation for
electrons, positive and negative ions of different sort and electron-
excited molecules based on photoionization sources:

(ne¥e) = (kN +kn") n, - (K, +K;N) N, ng+
(1);
+ (de + an*) n_-f,nmng + S(p

on,

ot

+ [ [(n_,_fr_,_) = (kiN + kfn*) n, — Bei nne = Bii n_n; + S(p (2);

an_‘ +0 [(n_{}_) = (k'a + k;N) Ne—ne_ (de + kzn*) n_- Bii n_ng(3);
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on"

—— =k'Nn,-k.n"n, -k, Nn" :
Vk =Vipk -D D(ln(nk)) (5).
Where N, n*, N, Ny, N (abbrev1ated nk) are the

concentration of neutrals, excited molecules, electrons, positive and

negative ions - respectively. Vk’ - are velocity and drift velocity

Ap.k
of k™ component of the plasma. Dk - is the diffusion coefficient of k™
component of the plasma. Scp' is the photoionization source. Bei’ Bii'

are the coefficients of electron-ion and ion-ion recombination.
Poisson equation for electric field:
n,+n, —-n

AP = e—E - —, E=-0¢ (6).
0

Energy balance equation for the gas temperature:

aT . |
e N—- = AJE+Qu +Qq (7),

and relaxation equation:

GEV_ oo Q.. = EV_EV(T)
ot M v v g, (T)

Where J- is a current density, E - is a longitudinal field in the

(8).

channel, Cy -is a heat capacity of one molecule, )‘x - is a part of energy

that was spent on excitation of x™ internal degree of freedom.

QVT’ QeT - are the contributions of heat from the vibrational and
electronic states of molecules de-exitation, EV (T) - is the equilibrium

vibration energy, )\VT (T) - is a time of vT - relaxation.

Extending the classical model in case of liquid electrodes was to
neglect the surface effects, in particular - the photoemission from the
surface. The source of photoionization was only volume isotropic
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processes. The disappearance of particles on the liquid surface was

considered as a gradual loss of particles’ kinetic energy acquired in
plasma during the inelastic collisions between molecules in the solution.
In case of a liquid phase the excitation of all internal degrees of freedom
and striking dissociation of molecules were considered. The constants of
elementary processes were taken mostly from the database NIST. Those
constants that were absent in the database, were calculated from the
quantum-mechanical principles using the notorious package Gaussian
09W. For plasma-forming gas the mixture of air with water molecules
was chosen, excluding from consideration the processes with atomic
metal ions. In the region of gas phase, the component mixture was
considered as inhomogeneous along the axial axis of the system. The
axial profiles of the water molecules’ concentration and air components
were calculated using the analytical theory that was developed in [11]
and based on the conditions of heat - mass - transfer through the liquid-
gas boundary with diffuse evaporation.

Simulation results presented in Fig. 4 show that the behavior of
conductivity in time qualitatively agrees with the experimental
dependences on ZE; and ©;. This fact is illustrated by
calculateddependenceof high-voltage peaks’ falling edge & in exponential
approximation overlayed with experimental data Z.. However, the
quantitative agreement of the experimental data with the model was not
observed. The calculated time-to-saturation was three times lower than
the experimental, while the level of induced conductivity was
approximately 2-times lower than the experimentally obtained for all
test solutions. The best quantitative agreement of the experimental
results and the calculations took place for the case of distilled water.
Calculated characteristic time within the error limits coincided with the
experiment, and calculated saturation level was lower than the
experiments in about 1.3 times. Disagreements of calculation and
experiment can be explained by the fact that in the model was not taken
into account that the shock dissociation products of complex organic
molecules are also non-stable, and the gradual disintegration of complex
fragments is taking place [12]. The latter leads to a significant increase
of the solutions’ conductivity as a result of current carriers generation
in a volume comparing to the calculated number of acts of shock
dissociation.
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EC’ a.u. e Experiment &, a.u. EC’ a.u. e Experiment i, a.u.
[ —Calculation |+ i — Caleulation i
2+ — 2| 2EF 2
et | | |
0 SRR St Al s i L 0 ( Lol 0
0 50 t, min. 0 50 t, min.

a) b)

Figure 4 — The calculated time dependence of the falling edge steepness & of
the high peak discharge pulse for spark discharge between liquid electrodes
compering with experiment ZC. — a) illustrates the case of a positive potential
on the working solution b) — negative potential. The solid gray curve — is a
calculation, black markers — experiment.

Conclusions

* By means of gas chromatography, it was shown that treatment of
the p,p’-DDT, DDE, and aldrinu water solutionswith the plasma of high-
voltage pulse-periodic discharge leads to their complete decomposition.

* The proposed model of the spark discharge between the liquid
surfacesshow that the evolution of electrophysical discharges’
parameters is determined by the change of electro conductivity of a
liquid phase with increasing of organic molecules’ degradation products’

concentration in the solution.
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V.I.Perederiy, V.V. Osipenko, N.V.Olali, A.P.Eremenko

INFORMATION TECHNOLOGY OF SUPPORT OF
DECISIONMAKING IN ERGATIC SYSTEM
The improved information technology to support decision-making in complex
dependable human-machine systems has been offered. Proposed the fuzzy adaptive
model to the formation of alternatives taking into account the human factor and

influence of environmental parameters, as well as a generalized algorithm for choice
the optimal solutions using proportionate selection.

Keywords: information technology, decision making, fuzzy relational model,
membership function, expert evaluations.

INTRODUCTION

In informational technologies decision support (DS) in the complex
of dependable human-machine (ergatic) systems (ES) in such industries
as power, transportation, chemical manufacturing, etc., a major problem
is the account of psycho-physiological and cognitive factors of the
decision maker (DM) under the influence of environment factors.

The urgency of research of this problem stems from the fact that
the proportion of accidents in these ES caused by human factor still
remains high, in particular, according to [1], it can reach 60%.

Decision-making in ergatic systems are determined by the
functional state of the decision maker and the influence of external
factors. These factors include factors working environment: noise,
vibration, light, temperature, etc .; factors operating activities:
unevenness flow of information, its inaccuracy and contradictoriness,
changes in the state of the control object, etc. Internal factors caused by
a functional state, such as fatigue, tension, motivation, etc. depend on
both the initial state decision-makers to work shift, and on its
individual characteristics and the influence of external factors as well.

Thus, the decision maker can be considered as a complex the
nonlinear nonstationary dynamical system with internal feedback.

The accounting of indicated factors in the creation of information
technologies will allow forecasting the risk of incorrect decision-making
by DM, and improve the overall reliability of whole ergatic systems
functioning.
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THE PURPOSE OF WORK

The aim of the work is to create an information technology that

could take into account the influence of external and internal factors
taking into account their uncertainty and non-numeric character in the
DM activity with abilities to adaptation under operating conditions
change and of decision-makers condition.

LINKAGES WITH EXISTING SCIENTIFIC DIRECTIONS

This work is aimed to improving of information technologies for
support of decision-making in complex dependable human-machine
systems, taking into account the human factor as well as environmental
factors. Questions of theory and methods of decision-making are
considered by D. A. Pospelov, T. Saaty, N. Nilsson, S. A. Orlovsky,
O. I. Laricheva, V. N. Tomaszewski, P. I. Bidyuk et al. Accounting
issues properties like of human ones in ergatic systems devoted to the
works of B. F. Lomov, V. V. Pavlov, G. Salvendi, T. B. Sheridan et al.

ANALYSIS OF THE PROBLEM

Currently, human factors in dynamic ES is carried out mainly
through the rational design of the workplace, human-machine interface
in ES and working conditions of DM.

The standards, such like GOST 12.0.001, 12.0.003 et al., governing
the requirements for the workplace and environmental factors have been
developed.

The problems of improving the reliability of human activities as
part of ES [1-3] have been developed as well.

The control systems and identification of the functional state of DM
with notifiable psycho-physiological characteristics determined by
indirect measurement methods during operation of DM have been
developed too [4-6].

Nevertheless, remains unresolved problem of construction the
formation of alternatives model, allowing the linkages between the
factors discussed above, the functional state and the relevance of DM.
This task is the key when creating new information technologies in
integrated human-machine systems.

STATEMENT OF THE PROBLEM

Developing an information technology should have the following

© PerederiyV.I., OsipenkoV.V., OlaliN.V., EremenkoA.P., 2014
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properties:

- display of the influence of various factors on the formation of
alternatives taking into account the relevance of DM solutions;

- allowance for the nonlinear linkages between factors;

- ability to adaptation under change of DM conditions or
environmental conditions;

- presentation of the factors with non-numerical nature;

- possibility of constructing a model on the basis of the available of
experimental data and availability of expert knowledge in the subject

area.
THE RESULTS OF RESEARCH

Information technology in ES is shown in Fig. 1.
To represent values of external, psycho-physiological and cognitive
factors appropriate to use the fuzzy linguistic variablesX ,X,,...,X

which are fuzzy setsX, ={X1,u1;x2,u2;...;xc,uc} [7]. Application of the

theory of fuzzy sets due to the fact that many of the factors discussed
above are non-numerical nature (for example, the degree of fatigue and
motivation of DM), and can not be measured with a given accuracy, i.e.
in their values present the uncertainty.

Process ,| Knowledge Base | Adaptation
- Norma M Set of Alternatives module
- Failure
- Variationcocrosuaus X

The screen

interface
Psychophysiological A(P.K.B)
factorsdecision makers |p . Al  External factors
- Formation of
- Fatigue R _ - Temperature
- Tensions > Alternatives [ - Lighting
- Stress Information - Noise
K ’J

Cognitive factors decision makers
- Concentration

- Computer performance

- Reaction time

Fig. 1. Information technology of decision making processes in system ergatic
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As the membership functions p;appropriate to use the functions of

the form [7, 9]:
5 (Xl) = exp _i—z ’ (1)

where 0.

ij?

0, - are the parameters of the membership functions.
Communication between the factors X,,X,,...,X_  and the output
value Yy representing the ability of DM to make the relevant decisions is

formalized using fuzzy relational model of hierarchical structure (Figure

2).
X
_’ ~
Yl
X X]

X
—» N —
: Rn—1 ~
F ETBTD‘]U’C‘B‘I] Jational madal Yy
N 2.Fk1nzzy hi rq;latlo v
This model :d on the baﬂ's o: ns f ion
F,F,,....F, S X, Xy,.. in FC -eal
—> — > > —>
numbers, S| _ iition of fu ms R ., ., .10]
and defuzzi L by weighted aver 1 of:
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>

............................................... ; (2)

here[]- denotes the Kronecker product. The output value in fuzzy
form determined by the formula [9,10]:

~ et Y(n—l)heh

y == )
ZY(n—l)h
h=1

where h - the number term output NLP Y _,, ¢ - the number of

terms, 0, - the center of the membership function of the term with the

~

number #h, Y(n_l)h- the value of the membership function of the term

with the number h. This defuzzification method has less computational
complexity as compared with the center of gravity method.

Definition of the matrices in the expression (2) is made on the basis
of experimental data and expert estimates. This information is stored in
the knowledge base. It is necessary to minimize the total Euclidean
distance between fuzzy model and output result A [10]:

~

R 2
N1
A= Z _ZLYv(nl)ji Y(i1)ji] -~ MIN,
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whereN - number of samples in the knowledge base, j - the number

~

of sampling units, Y(lj_l)ji- the wvalue of the membership function

contained in the knowledge base.

To solve this problem it is expedient to use genetic algorithms [9].

Selection of optimal decisions made by means of the initial
population of selection. It is advisable to use the method of proportional
selection [9, 11] because it is characterized by a high rate of
convergence. The implementation of this method is performed by the
following algorithm.

Step 1. For each chromosome in the population of the objective

function is calculated value of A,,i = 1,...,Np .

NP
Step 2. The total value of the objective functionASZZ:Ai

i=1
determined.

Step 3: A random number of A; [ [O; AS] generated.

Step 4. Summation of valuesA as long as the sum does not exceed
value of A,. For the formation of the next generation of selected

chromosome, the objective function which was last added to the sum.
Step 5.Repetition of steps 3 and 4 for the next generation of the
population.
To form the solution that differs from members of the current
population is performed crossover (crossbreeding): [9.11]

Step 1: Set the threshold of a crossoverP, D[O, 4;0, 9]; this value

characterizes the intensity of participation in the chromosomes crossed.
Step 2. For each pair of the chromosomes selected at step of

selection a random numberA ; [J [O; 1] ,i=1,...,N /2 is generated.

Step 3. If the condition A, <P, is satisfied, then go to step 4,
otherwise go to step 6.

Step 4. Generate a random number A, D[I;L —1] , where L - length

binary string encoding the chromosome. This number determines the
coordinates of the point of discontinuity of the chromosome to perform
crossover.
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Step 5: The chromosomes P,P, of the pair participating in the

crossover are replaced descendants:

Py = (Pl)l ’(Pl)z""’(Pl)AL ’(PZ)A +1’(P2)AL+2”"’(P2)R ’

L L

P, :(132)1,(132)2,...,(P2)AL,(PI)AL+1,(P1)AL+2,...,(Pl)R ,

L

2

where (P, )2 denotes the 2nd bit of a chromosome P, .

Steps 2-5 are repeated as long as the there are no more pairs of
chromosomes in the population.

In order to attract additional information in the population
mutation produced by the following algorithm [7, 9].

Step 1. The threshold of mutation determined as P, =1/L.

Step 2. From population selected the chromosome.
Step 3. In the selected chromosome selected bit.

Step 4. A random number A D[O; 1] generated.
Step 5.If A, < P, then selected bit is inverted.
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RM,:=RS, /N

M, <EM

((rorn )

Fig. 3.A generalized algorithm of optimal solutions selection using

proportionate selection method.
CONCLUSIONS

Step 6: Repetition of steps 3-5 until all bits of the current
chromosomewould be processed.

ISSN 1562-9945 125



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »

Step 7. Repetition of steps 2-6 until processed all population
chromosomes.

After performing these steps, a transition occurs to a new
generation of the population.

These algorithms are presented in Fig. 3.

The problems of information technologies improvement to support
decision-making in complex dependable human-machine system
considered. The fuzzy adaptive model of the formation of alternatives
taking into account the human factor and the influence of
environmental parameters, as well as a generalized algorithm for
selection of optimal solutions using proportionate selection has been
proposed.
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THE SEARCH MODEL FOR RATIONAL SOLUTION OF
RESOURCE DISTRIBUTION

Introduction

The worldwide attention is attracted today to the problem of the
quality of drinking water, as the use of poor-quality drinking water can
cause illness with severe and even fatal consequences for humans. In
Ukraine, only during the years of its independence there were registered
numerous cases of disease cholera, typhoid, hepatitis A, dysentery,
salmonellosis etc., associated with water and in particular drinking
water. Drinking tap water, in the case of bacterial contamination may
cause the emergence and spread of intestinal infections, and can also be
a potential source of harmful chemicals getting into human body with
general toxic, sensitizing, carcinogenic effect and can cause genetic
consequences.

Epidemiological studies have confirmed the association of the
chemical composition of drinking water to the population incidence of
cardiovascular disease, cholelithiasis and urolithiasis, dental caries, etc.
The consequences of chemical pollution, particularly heavy metals,
pesticides and radionuclides, especially through contaminated soil and
water, were evidenced by the increase of morbidity and mortality of
population [1].

The long-term use of underground sources of water supply in the
Kherson region led to their pollution by more mineralized waters of
downstream aquifers, in according 45% of artesian wells give water that
does not meet the sanitary requirements for mineralization, the dry
residue, hardness, nitrates, sulfates, chlorides (Figure 1).

In spring and summer most of the population of Belozersky,
Beryslavsky, Vysokopolsky, V.Aleksandrovsky, Genichesky, Kahovsky
and Chaplynsky areas stay without water [2].

With aggravated medical and biological history, and adverse social
conditions, the effect of the negative impact of anthropogenic factors is
manifested stronger [3].

© VoronenkoM.A., AbramovG.S., 2014
128 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
Thus, the poor quality of drinking water can cause different

problem epidemiological situations in the region, for the elimination of
which is necessary to attract more material and human resources.

60% 579%
50% -
3%
| 379 38,60%
30% + e "
209 19%
o T q
0o 13% 12.70% 2%
8%
10% -
D it 1% 1,50% :
b 50% M 0o, 0.10%

Belozerka V Rogachik Gornostayevka N-Vorontsovka Tsurupinsk
V. Alexandrovka Genichesk Kalanchak N-Troitsk N-Kahovka

Figure 1 — The percentage of non-compliance to the total number of samples
The purpose

To develop operational and reasonable decisions on resource
management and rescue activities it is necessary to use adequate models
of training and assessment options for the distribution of resources in
the dangerous infectious area admitting an effective computer
implementation and being comfortable to understand. The known
approaches in solving the problems of resource distribution are based on
the mathematical optimization of functions defined on the set of
combinations of discrete variables [4].

The iterative methods for finding optimal solutions to these
problems are characterized by the rapid growth of computational
complexity when the number of variables grows and does not allow
proposing the optimization algorithm in the foreseeable analytical form.

The improvement of the efficiency and wvalidity of decisions in
terms of occurrence of the problem situation is possible with the help of
formal logic models for the distribution of resources, allowing a
relatively simple computer implementation [5]. In this article, we
propose a search model for a rational resource distribution solutions
using logic function selection, which is built on interactively based
expert knowledge.

ISSN 1562-9945 129



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
The main material

Suppose that in a certain region (Kherson region) r mini-regions fell
into the epidemiologically dangerous area (regional area) in each of
which, for ease of review in this area misses s micro-regions (cities,
towns, villages), i.e. A = 1, s for all g = 1, r. For each A micro-region
experts establish situational characteristics that determine the causal
relationships between the predicted situation and necessary rescue
interventions. Situational characteristics can be set in advance by the
alternative scenarios of stereotypical situations.

Rescue measures are provided by the following set of components o
=1, n:

- the number of doctors,

- the number of medications,

- the number of medical equipment.

To perform the work of the same kind of resources (capabilities) can
be of different types: doctors of the highest qualification, nurses,
population. Each type B = 1, m of these resources is characterized by a
certain capacity, depending on the skill level of doctors and equipment
means. Resource productivity is measured by the volume of work
performed per unit time.

In relation to existing management practices and rescue activities,
we introduce the following parameters:

ay- required amount of care a species in the A microregion;

hg- performance of Biomedical Resources B-type p th miniregion for
medical care a species;

T, - time allowed for medical care o species in the pminiregion.

Using these indicators, we construct a matrix of time-consuming
resources PUminiregion to perform works Ospecies in each microregion A
(see. Table.).

For the rational distribution of resources based on this matrix is
necessary to define the logic function selection. As a logical basis using
multi-valued operations of disjunction, conjunction and inversion, which
together with its arguments take values from the set of real numbers.

With the help of these operations we establish such logical
dependencies between parameters table time costs that will ensure
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rational distribution of resources by the criterion of minimizing the

time of care.

For each resource (table row) is necessary to ensure selection of the
micro-region (column), where the amount of medical care for a period is
not exceeding the allowable and will be the highest compared to other
micro-regions. In turn, all of the resources necessary to define a [3
resource, which is selected for it by the maximum amount of health care
in the Amicroregion can do it in a minimum of time compared with other
resources. In this case, we assume that transport costs
disproportionately small compared to the cost to perform the bulk of the
work on the rescue activities.

Selected as a result of these logical operations Prow and Acolumn
are deleted from the table 1. The subsequent steps are performed
similarly for the remaining resources and microregions until all rows
and all columns erased.

Table 1

A matrix of time-consuming resources

a a) asg

hy (11 [T | Ta

hg |Tia.. | To2.. | Ts2

hm Tim .. | Tom ... | Tsm

Thus, as a result of no more than m-1 transits is made the rational
distribution of internal resources of miniregions for first aid.

This also holds for the second etc. medical care after appropriate
adjustments of required and possible scope of work. If internal resources
in 4 miniregions (L = 1, r) are not sufficient to perform all work within
the allowed time, free resources involved neighboring v miniregions (v =
1, q), outside the region. In this case, a table of time spent at the level
of the region including all its affiliated miniregions in aggregated form.
The columns of this table represent the amount of work required in the
M miniregions that are not provided inside resources, and lines - the
possible scope of work with available resources vV miniregions and

executed the distribution of free resources on unsecured miniregions.
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The results of this distribution allow to correct local time consuming
table.

With a lack of regional resources, the above process can be raised to

higher levels of management.

So, at the first sign of an epidemic situation - namely, the number
of patients and the number of carriers is approaching epidemic
proportions in some situational zone region, epidemic department
Regional Sanitary-epidemic station provides data to the City Commission
for emergencies, which will decide on the interaction services. Telephone
messages are sent to take action in all public institutions contact:
kindergartens, schools, institutions, etc. - All are ought to wear masks,
to establish quarantine, etc. If the scale of the epidemic reaches a viral
disease, with the help of the media the wvaccination is announced
(vaccination, nasal drops, etc.) in the clinics or in the workplace.

In the presence of the epidemic situation the rescue activities in
this situational area are carried out as follows. From all the cases of
disease are highlighted critical, requiring emergency hospitalization and
emergency medical care, the provision of which depends on the patient's
life. From the current number of doctors is allocated the brigade, which
is directed at the elimination of these critical cases. In turn, the
remaining medical workers are working in accordance with the basic
algorithm. Then after assisting in all critical cases the brigade joins the
main group of doctors, and with them continues to work on the basic
algorithm.

Conclusion

The considered search model of the rational solutions allows us to
formulate an algorithm of resource management at the elimination of
problematic situations, the main stages of which are as follows:

1. Assess the situation, determine the initial data for the
calculation.

2. Determine the required total a, health care atype in the [
miniregions.

3. Determine the possible total h)health care atype of internal
medical and biological resources of puminiregion for allowed time.

4. Determine the mismatch between the desired and the possible

amount of care atype in pminiregions.

132 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
5. If the discrepancy is greater than zero, then seek assistance from

neighboring regions on the value of the error, otherwise go to step 6.

6. Identify possible volume of h,, health care of atype available
biomedical resources in pminiregion for allowed time.

7. Determine the duration T,g, care of atype of internal medical and
biological resources of Btype in 4 miniregion for the allowed time.

8. Distribute internal biomedical resources of pminiregion between
A micro-regions.

9. Analogically distribute free medical and biological resources of v
miniregions between L miniregions.

10. Distribute internal biomedical resources of [P miniregion
between external and free A micro-regions.

11. Determine the current situation after the intervention;
determine the quantitative values of the characteristics. If necessary,
repeat the procedure in accordance with the algorithm.

The algorithm is verified on the model problem management of
sanitary and epidemic situation in the region.
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UDC 621-83 681.51
V.B. Zvorykin, A.I. Mikhalyov, G.Y. Stanchyts

MODELING OF TRANSIENT PROCESSES IN SYSTEMS
WITH DELAY

The work dedicates to investigate the transient response of the system dosage

of bulk materials in the presence of the transport delay. The demands for the control

system are formulated. The optimization of controllers based on the receipt of the

transient response at maximum speed with no overshoot. Peculiarities setting
controls are shown when developing large and small tasks.

Most models of control objects in the implicitly or explicitly have a
delay between the appearance of the input action and reaction control
parameters.

The transfer function of such objects is as follows:

W (s)=e™. (1)

whereT - delay time.

Consider modeling and calculation controllers in systems that have
hysteresis, for example, tape dispenser.

All dispensers are equipped with automatic control systems
performance. Performance is controlled by changing the material from
the feed hopper and in the case of the tape dispenser, simultaneous
correction tape speed. Performance monitoring is carried out via power
sensors. System of regulation is closed. The controller has PID - control
law.

Figure 1 - Diagram tape dispenser for bulk materials

The dispenser (fig. 1) transmit bulk material from the hopper 1 into
the mixer 4. The length of the conveyor is L. m.

© Zvorykin V.B., MikhalyovA.I., Stanchyts G.Y., 2014
134 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
The speed of the belt 3 driven by the electric drive 5 is v m/s.

Obviously, if a time t = 0change the extent of opening of the regulating
flap 2, the flow of material from the tape to the mixer 4 will not move
immediately, but only after some time:

T= E. (2)
A
Time T is transport delay and represent reaction yield of the object

in time relative to the input action.

The mass of bulk material mg, that is supplied per unit time from
the hopper onto the conveyor varies depending on the position of the
regulating flap. The flap is opened and closed by an actuator which
includes an AC motor with a frequency-controlled inverter and the
reducer.

The task of control the dispenser is formulated as follows: for a
given speed of the belt v ensure the fastest possible time of receipt into

the mixer 4 bulk material weight m_ by changing the extent of opening
of the regulating flap 2.

Mathematical models of the engine, gearbox, flap, conveyor.
The transfer function of the engine:

o2

W, (s) = % -K (3)

3

wherew, = w, - speed flap actuator engine; U, - voltage setting.

The transfer function relating the engine speed with the angle of
rotation of the gearbox shaft:

W, (s) = i— -5 )

- S

Pmax

t

Amax  ©

where K = ; ¢, - opening angle of the flap; ¢pmax - maximum

opening angle of the flap; t, - the opening time of the flap.

The transfer function relating the flow of material from the hopper
via a conveyor belt into the mixer:

W, (s)=—==—=e", (5)
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m
—Omax m_- the mass of bulk material act into the

Pmax

where K_ =

mixer; m, - the mass of bulk material act from hopper when flap is

full opened ¢ =¢, .

Perform a control system of the mixer filling two-level (fig. 2).

¢Pmax

¢Pmin =0

W

Wem 4

Mcs 9 ps
_|‘:E_>me+ / _>0.0015 ,|0-191 | _300s
{ S S

Figure 2 - Block diagram of the mixer filling system

v

The inner loop controls the position of the damper, outdoor loop -
tape dispenser. In the block diagram is introduced non-linear element
type restrictions. His presence caused by the fact that the opening angle

of the flap cannot exceed o, (the minimum value of the opening angle
of the flap ¢, =0).
In the control loop of the position flap applicable regulator in the

form of proportional gain K ,, because the flap is presented integrating
link W_(s) and in a closed system of regulation the static error is zero.

Statement of the problem optimization loop control of the position

flap. For a given object structure management W_(s) find the value of
the coefficient K ;| which will provide the following quality indicators:

- no overshoot,
- regulation time do not greater than 15 seconds,
. transition time not more than 20 seconds.
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Signal Constraint

Figure 3 - Control loop model of the position flap with Optimizer

Fig. 3 shows the Simulink-model of the position flap corresponding
to the block diagram shown in Fig. 2.

This model is a closed structure, which consists of the following
components:

-the object of the regulation with the transfer function

W_(s) = 0.0015

(block Transfer Fcn);

« PID - controller (PID Controller from Library Simulink Extract);

- feedback circuit and node comparisons;

- the input source in the form of a single jump (block Step);

- oscilloscope (block Scope);

« block Signal Constrain, intended for tuning PID - controller.

Search for the optimal process using block Signal Constrain
illustrated the initial, intermediate and final curve (fig. 4). In the
MATLAB command window displays information about the course of
optimization.
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Figure 4 - The process of finding the optimal solution

Optimized transient response that fully comply with the specified
quality indicators corresponds K  =132.85.

To control tape dispenser use PID - controller with the transfer
function:

1
W (s) =K, +K, S +K;s . (6)

Statement of the problem optimization loop control of the tape
dispenser. For the object structure control (fig. 2) find the values of the

coefficients K K., K,,that will provide the following quality

p? i

indicators:
- no overshoot,
- regulation time and time transition process should be minimal.
Construct a Simulink-model in accordance with the block diagram

shown in fig. 2.
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Step PID ControllePturation Gain Transter EenlTransfter Fcni!ransport
Delayl

Scope

Signal Constraint
Figure 5 - Control loop model of the tape dispenser with Optimizer

Model control tape dispenser (fig. 5) is a closed structure consisting
of the following components:

« loop control of the position flap, which in the model correspond to
the amplifier (block Gain), integrator (Block Transfer Fcn), feedback
circuit and node comparisons;

w e 3% which
S

- the transfer function of the transporter W, (s) =
in model correspond to integrator (Block Transfer Fcnl) and link delay
(block Transport Delay);

« PID - controller (block PID Controller);

« link that restrict the angle of rotation of the flap shaft (block
Saturation);

. feedback circuit and node comparisons;

- input source (block Step);

- oscilloscope (block Scope);

« blockSignal Constrain, intended for tuning PID - controller.

Features of the system:

1. In developing small control signals PID - controller output
does not reach the level of restriction. Over time equal to the transport
delay, the reference signal for the opening of the flap is constant and

determined by the expression m W_. (s) . According to expiration time

delay system continues work how linear, providing refinement control
signals to filling mixer. Since there is opportunity increase angle
opening flap (instantaneous supply bulk material from hopper to tape
transporter), then differentiating part regulator can have significant
effect to time filling mixer.
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2. When processing large control signals PID - controller

output is limited to the instantaneous flow rate m, determined

maximum angle opening flap ¢ . During time equal to Transport

delay, the quantity of material entering to tape conveyor is maximal.
For expiration time delay system in course some time continues work
with maximum supply bulk material, providing refinement jobs to
filling mixer. Since angle opening of the flap is maximum, then
differentiating part regulator has poor effect to time filling mixer.

Fig. 6, 7 show the final optimization curves in mining control
signalsm_ =1 kg (fig. 6) and m_ =25 kg (fig. 7). Optimization

regulators made in relation to the transport delay 1 =50 s.

Mo, I&fp—gﬁlc
Ke m., =1xz i a 5%
1 e e S y
08 A
0.6 Kp =0.0646, K; =0, K7 =1.3417
04 A
021 K_p =0.0395, Kf ={), Kd =)
D = i T T T T T 1
0 50 100 150 200 250 300 f, ¢

Figure 6 - Transient processes in the control system with tape dispenser

m_ =1kg

Ke Mpy =25 ke TR 5%

Kp =0.0471, K; =0, K7 =0.8085

K, =0.0386, K; =0, K; =0

p

0 100 200 300 400 t, ¢

Figure 7 - Transient processes in the control system with tape dispenser
m_ =25 kg

140 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »
As can be seen from the curves, the integral part of the PID -

controller is zero. This is natural, because the control object comprises
an integrator. As previously mentioned, differential part of the PID -
controller when mining small control tasks (fig. 6) when the flap
opening angle is smaller than the maximum value, has a stronger effect
on the duration of the transient.
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YK 004:519.816

bappayos H0.M., Buwemupcbka C.B., Orvesa 0.€. Mopenb nigTPUMKM NPUKAHATTA
piweHb ANA BU3HAYEHHA e(EeKTUBHOCTI ynpaBniHHA NPOMMUCAOBUM nignpuemcrsom //
CuctemHi TexHonorii. PerioHanbHWin MiXBY3iBCbKMII 306ipHMK HAyKoBMX npaub.— Bunyck
6 (95).— OHinponeTpoBcbk, 2014. — C. 3-10.

Po3pobneHa Mogenb NporHo3yBaHHA EKOHOMiYHUX NOKA3HUKIB ePeKTUBHOCTI yNpaBAiHHSA
NPOMUCNOBMM MiANPUEMCTBOM, 3aCHOBAHA HA CMiIbHOMY 3aCTOCYBaHHi i1HTEpPBaJIbHOrO
NPOrHo3y i HeYiTKOT MaTeMaTUKH.

bi6n. 4, Tabn. 1.
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bopsHcekui €.B.,  LadpoHenko A.0.  BigHOBNEeHHA  paHUX 33  [ONOMOrolo
GaraTomipHUX HewiTKMX eKcTpanonauii i3 Tabnuub 3 BiacyTHiMM paHumu // CuctemHi
TexHonorii. PerioHanbHuWit MiXKBY3iBCbKMIt 30ipHMK HayKoBMX npaub.— Bunyck 6 (95).-
OHinponetposcek, 2014. — C. 11-17.

3anponoHoBaHO PO3B'A3aHHA Mpob6ieMK 3amOBHEHHs Tabnuub 3 BiACYTHIMW AaHUMMK 3a
AIOMOMOrot0 MeTofia 6araToMipHOT HeYiTKOT ekcTpanonauii.

bi6n. 23,1in.2, Tabn. 1.

YK 004.032.26

bopsHcbkui €.B., feitHeko A.O., leitHeko XK.B., lanamos M.A. EBontouinHa iepapxiuyHa
HeMpOHHa Mepexa ANA 3aAavi aHanisy ronoBHMX KOMNOHEHTIB Ta aAaNTMBHOIO0 HABYaHHA
// CuctemHi TexHonorii. PerioHanbHuMit MiXBY3iBCbKWIA 30GipHUMK HayKoBUX npaub.— Bunyck
6 (95).— HinponeTpoBcbk, 2014. — C. 18-26.

3anponoHOBaHO apxiTeKTypa eBONOLINHOT 1€EPapXiuyHOT HEPOHHOT Mepexi ans aHanisy
FONOBHMUX KOMMOHEHTIB i WBWMAKOAiOYI anroputMm ii HaBYaHHA, NpuU3HaYyeHi Ansa obpobKu
6araToBMMipHUX CTOXACTUYHUX HECTALIOHAPHKUX CUTHANIB B ON-line pexumi.

bi6n. 21,1in.2, Tabn. 1.

YK 004.932.2

Boryuapcbkuii C.I., KarpamaHsH A.T., MixHosa 0.[l. CermeHTauis 306paxeHb HaOCHOBI
MeToAy HeuyiTkux J-cepepHix // CuctemHi TexHonorii. PerioHanbHUI MiXBY3iBCbKWI1 36ipHUK
HayKoBUX npaub. — Bunyck ? (??). — OHinponetpoBcbk, 2015. — C.27-34.

MpuynHa po3pobKM HOBOTO METOAY MOAAraE Yy BiACYTHOCTI iCHYyKYMX, AKi WBUAKO 6
[I03BONISANIN BUKOHATU 0OPOOKY HEBM3HAUYEHUX CErMeHTIB 300pakeHb, WO MEpeTUHAITLCS, He
NOTPaNNAYM y NACTKY NOKanbHOro ekcTpemyMmy.OCKinbKM cermeHTalis 300paxeHb WinbHO
noB’A3aHa 3 KNacTepu3aui€lo, rpaHuLi MiX cermeHTamu 300paXkeHb BUPillEHO NPEACTaBUTH Y
BUTNAAT HEYiTKMX KnacTepiB.Y CTaTTi pO3rAsHYTO YiTKWIA 1 HeYiTKuit BapiaHTM 0OpOOKM
300paeHb, a TAKOX 3aNpONOHOBAaHA MAaTPUYHA MoaMdiKaLia MeToay HediTKoT KnacTepusauii J-
CepefHix, B OCHOBY AKOro NMOKNALeHO MOAMGIKOBaHWUI anropuTm HediTkux C-cepegHix.

bi6n. 14.
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YK 004.9

bynrakosa 0.C. MeTtoan aHanily AaHuMx OCHOBAHi Ha camoopraHisauii mopgeneun //
CuctemHi TexHonorii. PerioHanbHWin MiXBY3iBCbKWI1 30ipHMK HayKoBMX npaub.— Bunyck
6 (95).— OHinponeTpoBcbk, 2014. — C. 35-42.

Y cTatti  po3rnsHyTI  MEeToAM  aHanizy fJaHMX Ha  OCHOBI  camoopradisauii
mopenen.Po3rnsaHyTo ocHOBHI ifei moandikoaHoro anroputmy MIYA (MeToa rpynosoro o6niky
aprymMeHTiB) BifOMOro AK MOBHiCTIO aBTOMATM30BaHE BW/IYYEHHA 3HaHb Ha OCHOBI eBoMtOLiT
rpyn  apgantuBHux  Mopeneir  (GAME).MpeactaBneHa — ifes  aKTUMBHUX  HelipoHiB
(BMKOPUCTOBYIOTBCA Pi3Hi  GYHKLiT aKkTuBaLii), us iges Moxe OyTM BUKOpUCTaHa And
NifBUWEHHA e(peKTUBHOCTI Mofenei Ha OCHOBi y3arafbHEHHA CTPYKTYp iTepauinHux i
KOMOGIHAaTOPHMX aNropuTMiB.

bi6n. 11,1in. 3.

YK 004.89

Isawenko I'.C., Kopabnbos M.M. MporHo3yBaHHA YacoOBMX pPAAIB 32 4ONOMOroi0 METOAY
BUCHOBKY 3a NpeuefAeHTamMu 3 BUKOPUCTAHHAM MopeNied WTYYHUX iMYHHUX cuctem //
CuctemHi TexHonorii. PerioHanbHWn MiXBY3iBCbKMII 36ipHMK HAyKOBMX npaub.— Bunyck
6 (95).— OHinponeTpoBcbk, 2014. — C. 43-52.

Y cTatTi 3anponoHOBaHO METOAM NPOrHO3YBAaHHA YAaCOBUX PALIB 33 AOMOMOIOK WTYYHUX
IMyHHUX cUCTEM.PO3rNAHYTO BUKOPUCTAHHA METOAY BMBELEHHS 3 NpeLefeHTiB 3a JONOMOroio
MOAENi WTYYHUX iMYHHUX Mepex i Moaeni KioHanbHOro Bigbopy.Y Mopeni Ha OCHOBI
KNOHaNnbHOro BiAGOPY BWMKOPUCTOBYIOTCA Pi3HOPifHi aHTUTING, WO CTBOPEHi 33 [JOMNOMOrot
MeTOAy BMCHOBKY 3a MpeLefeHTaMu Ta HainpocCTillMx MeTOAiB NporHo3yBaHHA.[lpeacTaBneHi
pe3ynbTaTh eKCNepuMeHTaNbHUX LOCTiIKEHb, WO LEMOHCTPYIOT 0COBIMBOCTI 3aNpONOHOBAHMUX
nigxoAis.

bi6n.7,1in.2, Tabn. 1.

YK 519.2:004.9

Kipiuenko J1.0. MeTtop po3pisHeHHA MoOHOMpaKTanbHUX i MynbTU(PaAKTaNbHUX
npouecie 3a yacoBumu pagamum // CuctemHi TexHonorii. PerioHanbHW MiXBy3iBCbKUI
36ipHUK HayKoBMX npaub.— Bunyck 6 (95).— AxHinponetposcbk, 2014. — C. 53-59.

Ha ocHoBe u4ucenbHOro aHanisy BMOIpKOBMX MynbTUdPAKTANbHUX XapaKTEPUCTHK,
OTPUMAHWUX METOLOM MYNbTU(PPAKTANLHOIO AETPEHLipOBAHHOrO (AYKTyaUiitHOro aHanisy,
3aNpoONOHOBAHUN CTAaTUCTUYHUIA KPUTEPin ANA NPUAHATTA rinoTe3m nNpo MOHOQPaKTaNbHi
BNAcTUBOCTI yacoBoro psapy.llpenctaBneHo pe3ynbTaTv AOCNIAXEHb 3 BUABNEHHA MOHO- i
MyNbTUPAKTaNbHUX BNACTUBOCTEI YaCOBUX PAAIB Pi3HOMATHOT NpUpoaMu.

bi6n.8,1abn.1, puc. 2.
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YIK 681.5: 519.7

Kouoscbkuit B.M., Teue ®.E., Miua 0.B. Artificial complex neurons with half-plane-
like activation function // CuctemHi TexHonorii. PerioHanbHuWii MiXBy3iBCbKUIN 30ipHUK
HayKoBUX npaub.— Bunyck 6 (95).— lHinponeTpoBcbk, 2014. — C. 60-67.

Cratta npucBayeHa npobnemi peanizauii OyneBux QYHKUIA Ha WTYYHUX HENPOHHUX
eNeMeHTax 3 KOMMIeKCHUMKU KoedilieHTaMu.Y poboTi po3rnsHYTO NUTAHHA NPO 3B'A30K MiX
Knacamu YHKLii, AKi MOXHa peanizyBaT Ha KOMNIEKCHUX HEMPOHAX i3 MYHKLiAMK aKTMBALIT,
WO NOPOMLXKYKTbCA PO3BUTTAM  KOMMAEKCHOT NAOWMHM Ha [ABi  niBnnowmHK.Takox
3anpoNOHOBAHO MOHATTA cenapabenbHOCTi MHOXWH Yy N-BUMipHOMY MpOCTOPi, fIKE BBOAWUTHLCA
Ha 6a3i knacudikauii 3 BUKOPUCTAHHAM KOMNIEKCHMX HelpoHiB.HaBefeHo iTepaTuBHUIA online
anropuTM  HaBYaHHA  KOMMNEKCHUX HEeMpOHIB Ta BKa3aHO [JOCTaTHi  yYMOBM  #0Oro
36iHOoCTIi.OTpMMaHi y poboOTi pe3ynbTath MOXyTb OYyTM BUKOPWUCTAHi npu po3pobui
iHTeNeKTyaNbHUX CUCTEM ANs PO3B'A3yBaHHA 3afay knacudikalii Ta po3nizHaBaHHSA 06pasib.

bi6n. 5.

YK 624.04+519.6

KyuyepeHko 0.€. Mowyk edeKTMBHOT TOMONOrii  CTep)KHEBUX CUCTEM HA OCHOBI
HaniBBM3HaveHoi onTuMisauii // CuctemHi TexHonorii. PerioHanbHMit MiXKBY3iBCbKMiA 30IpHUK
HayKoBUX npaub.— Bunyck 6 (95).- lHinponeTpoBcbk, 2014. — C. 68-73.

Po3rnapgaetbca MopudikoBaHa 3agaya OMNyKNOi - HaniBBM3HAYeHOi - onTumisauii
Tononorii cTepHeBUX cucTem 3 BuKopucTaHHAM nakety CVX gna MATLAB. lpu BupilweHHi
3apayi 6panucs [o yBaru Taki BUMOruM sk fedopMaTUBHICTb, MiLHiCTb Ta CTiiKicTb. epeBipka
OTPMMAHOrO PilleHHA BUKOHYBANACA 3 BUKOPUCTAHHAM nporpamHoro komnnekcy ANSYS.

bi6n. 8,1n.2, Tabn. 2.

YK 004.056.53:656.078

JlaxHo B.A., Metpos 0.C., Kopyerko 0.I. Mopeni, meToau Ta iHhopmauinHi TexHonorii
3axucty iHpopMaLinHMX CMCTEM TPAHCNOPTY HAa OCHOBi iHT@NEKTYaNnbHOro po3ni3HaBaHHA
3arpo3 // CuctemHi TexHonorii. PerioHanbHWi1 MiXBY3iBCbKMI 30iPHUK HAYKOBMX Mpalb.—
Bunyck 6 (95).- AHinponeTtpoBcbk, 2014. — C. 74-92.

Cratts MicTUTb pe3ynbTaTu AOCNILXKEHb, AKi CNpPAMOBAHi Ha NOJanblMii PO3BUTOK
MeTOAIB Ta MOAeNei iHTeNeKTyanbHOro po3ni3HaBaHHi 3arpo3 iHhopMaLifnHO-KOMYHiKaLinHOMY
cepeposuwy TpaHcnopTHoi rany3i (IKCTI) B ymoBax 36inblWweHHs KinbKOCTi fectabinizyoumnx
BMIIMBIB HA [AOCTYNHiCTb, CXOPOHHICTb 1 UWinicHicTb iHdopmauii.Po3pobneHo meTop
iHTeNeKTyanbHOro po3ni3HaBaHHA 3arpo3 Ha OCHOBi AUCKPETHUX NPOLeAyp 3 BUKOPUCTAHHAM
anapaty NoriyHux (YHKUiA Ta HEYiTKUX MHOXMWH, WO A03BONAE NiABUWMTM e(deKTUBHICTb
PO3Ni3HABAHHSA, CTBOPIOBATH ePEKTUBHI aHANITUYHI, CXeMOTeXHiYHi Ta nporpamHi piweHHsa C31
IKCTT.

bi6n. 19,1in.13, Tabn. 1

YOK 681.128+681.518.22

Ma3ypeHko B.b. 3acTtocyBaHHA paucKpeTHoro ¢inbTpa KanmaHa pna BupiweHHA
3apavyi BUMiplOBaHHA PiBHA piAKOro nanuea B ymoBax xutaBuui// CuctemHi TexHonorii.
PerioHanbHUit MixBY3iBCbKMI 30ipHUK HayKoBUX mpaub.— Bunyck 6 (95).— [HinponeTpoBCbK,
2014. - C. 93-104.

Cratba npucBavyeHa nobyaoBi peKkyppeHTHOro puckpetHoro ¢ineTpy Kanmava pns
BUpilleHHA 3afayi BWUMiplOBaHHA piBHA nanuMBa B 0aKax paKETU-HOCIA MpWM NPOBEAEHHi
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3anpaBKM B YMOBax KONMBAHb CTapToBOi niaThopMu, a TaKOXK AESKUM pe3ynbTaTamu
AOCNiAXeHHA eDeKTMBHOCTI 3aCTOCYBAHHA 04epXaHOro ¢inbTpy.

bi6n. 7,1in.2, Tabn. 1.

YK 502/504:544.558

Onbwescbkuit C.B., Tanurina 0.M., [lemyenko B.®., 3aeub €.P. MopenioBaHHA KiHETUKM
NAa3smMoOBO-XiMiYHOr0 3HEIWKOAKEHHA CTIMKUX OpraHiyHuMx 3a0pyAaHIOBaYiB B BOAHMX
PO34MHAX BUCOKOBONIBTHMUM iMNyNbCHUM po3pagom // CuctemHi TexHonorii. PerioHanbHMii
MiXBY3iBCbKMI 36ipHUK HayKoBUX npaLb.— Bunyck 6 (95).— OHinponeTtpoBcbk, 2014. — C. 105-
114.

B poboti po3rnsHyTi pe3ynbTaTM eKCNepUMEHTaNbHUX Ta TEOPEeTUYHUX AOCHiAKEHb
BMJIMBY  BUCOKOBOJIbTHOTrO iMNYAbCHO-NEPiofMYHOr0 PO3pPALY HA BOAHI PO3YMHU CTilKMX
XNIOPOPraHiyHMUX TOKCMKaHTIB. MNoKa3aHo, wo ekcno3uuis po3uunHie p,p'-DDT, DDE Ta anbapiHa
pO3pALOM CepeAHbOol MOTYXHicTo ~ 100 BT. npotarom 60 XxB. npuBoge [0  MNOBHOrO
PO3KNafaHHA LUX PEYOBMUH.

bi6bn. 12,1in.4, 1abn. 1.

YK 621.372:538.56

Nepepepiii B.I., Ocunenko B.B., Onani H.B., Epemenko A.l. InpopmaninHa TexHonoris
NiATPUMKU NPUUHATTA pilleHb B epratuyHux cucremax IHdopmauyiHa TexHonoris
NiATPUMKU NPUAHATTA  piwleHb B epratuyHux cucrtemax // CuctemHi TexHonorii.
PerioHanbHUIA MixBy3iBCbKMI 36IpHUK HAayKoBMX npaub.— Bunyck 6 (95).— LHinponeTpoBCbK,
2014. - C. 115-124.

3anponoHOBAHOYAOCKOHANEHHA  iH(OpPMaUiAHOT TexHONOorii NiATPUMKM NPUAHATTA
pilleHb Y CKNAfHMX rapaHTO3[4aTHMX epraTUYyHUX cucteMax. 3anponoHOBaHi HEYiTKI afanTuBHI
Mogeni popMyBaHHA anbTepHATUB 3 ypaxyBaHHAM NOACLKOro hakTopy Ta BMIMBY NapaMmeTpis
30BHIlUHbOTO CEPEAOBMWA, a TAKOX 3arajbHUN anroputM BigOOPY ONTUMaNbHUX PpilleHb
MEeTOLOM NMPONOPLiOHANbHOT CeneKLii.

bi6bn. 11,1in. 3.

YOK 681.5

BopoHeHko M.0. A6pamos .C Mopenb noOwWYKYy pauioHaNbHOrO pilleHHA 3
po3noaineHHa pecypciB // CuctemHi TexHonorii. PerioHanbHWii MiXBy3iBCbKUI 30ipHUK
HayKoBUX npaub.— Bunyck 6 (95).— lHinponeTpoBcbk, 2014. — C. 125-130.

Po3rnsiHyTa Mopenb BM3HAYEHHS PaLiOHANbHOTO PilleHHS KepyBaHHA pecypcamu mpw
3HEWKOAKEHHI npobnemMHumx CaHiTapHO-enifeMivyHux cuTyauiin.BukopucroByeTbCs
cdopmanizoBaHa foriyHa Mofenb, KA JONY3Ka€e NOPIBHANBHO NPOCTY KOMN'OTEPHY peanisauiio.

bi65.5,1n.1, Tabn.1.

YK 621-83 681.51

3BopukiH B.b. Muxanvos 0.I. CraHuuy l.H0. MopentoBaHHA nepexigHUX npoueciB B
cuctemax 3 3anizHeHHAM // CuctemHi TexHonorii. PerioHanbHMit MiXBY3iBCbKMIA 36ipHUK
HayKoBUX npaub.— Bunyck 6 (95).— lHinponeTpoBcbk, 2014. — C. 131-147.

Y poboTi gocnifxeHo nepexigHi mpouecu B CUCTEMi [O3yBaHHA CUMKUX MaTepianiB npu
HAafBHOCTI ~ TPaHCMOPTHOro  3ani3HioBaHHA.COpMyNbOBAaHO  BMMOrM A0  CUCTEMU
peryntoBaHHA.BUKOHAHO oONTUMi3auilo perynaTopis, BUXOLAYM 3 OTPUMAHHA NepexigHOoro
npouecy A03YBaHHS 3 MaKCHUMasbHOO WBMAKOAIE npw BifCyTHOCTI
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nepeperyntoBaHHs.HaBegeHo 0c06/MBOCTI HanawTyBaHHA Perynstopie npu BignpauytoBaHHi
BENIMKUX i MaNuX 3aBJaHb.

In. 7, Tab”n. 1.
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YK 004:519.816

bappaues 0. H., Bolwemupckas C.B., OrHesa 0.E.Mopenb nopaepXKM nNPUHATUA
peweHna pnAa  onpepeneHua  3PMEKTUBHOCTU  yNpaBNeHUA  MPOMbILIEHHbIM
npeanpuatuem // CuctemHi TexHosorii. PerioHanbHWiIA MiXBY3iBCbKWIA 30ipHUK HAYKOBMX
npaub.— Bunyck 6 (95).— HinponeTpoBscbk, 2014. — C. 3-10.

Pa3pabotaHa Mopenb MPOrHO3WPOBaHMA 3KOHOMUYECKMUX MoKaszaTenei 3 eKTUBHOCTH
yNpaBfeHUN MPOMbIWIEHHbIM NPeAnpUATUEM, OCHOBAHHAA HAa COBMECTHOM NPUMEHEHWU
WHTEPBANbHOrO NPOrHO3a U HEYETKO MaTeMaTUKM.

bubn. 4, tabn. 1.

YK 004.032.26

bopavckun E.B., LladpoHeHko A.). BoccTtaHOBNeHME AAHHBIX C  MNOMOLLbIO
MHOFOMEpPHbIX HEYEeTKUX 3KCTpanoaAuMM U3 Tabauy C nponyweHHbIMU AaHHbIMM //
CuctemHi TexHonorii. PerioHanbHWIn MiXBY3iBCbKMIA 36ipHMK HAyKOBMX npaub.— Bunyck
6 (95).— OHinponeTpoBcbk, 2014. — C. 11-17.

MpeanoxeHo peweHue nNpobiembl 3aNoNHEHUA TabAUL, C OTCYTCTBYIOLWMUMU JAHHBIMK C
NOMOLLbIO METO4A MHOTOMEPHOW HEeYeTKOMN IKCTPaNnonaLuu.

bubn. 23, un.2, Tabn. 1.

YK 004.032.26

bopsHckuin E.B., [eineko A.A., [enHeko X.B., Llanamos M.A. JBONIOLMOHHAA
Mepapxumyeckas HeMpOHHAA CceTb ANA 3ajaYuM aHANM3a [NAaBHbIX KOMMOHEHTOB M
aAanTUBHoOro oby4yeHua // CuctemHi TexHonorii. PerioHanbHUi MiXBY3iBCbKMIA 36ipHUK
HayKoBMX npaub.— Bunyck 6 (95).— lHinponeTpoBcbk, 2014. — C. 18-26.

lpepnoxeHbl apxuTekTypa 3BONIOUMOHHOW WepapxXU4yecKo HENWpoHHOW ceTu AanAa
aHanM3a [NaBHbIX KOMMOHEHT U  ObiCTpoAeicTBylOWME  anroputMbl  e€  obyyeHus,
npeAHa3HayeHHble Ans 06pabOTKM MHOrOMEPHBIX CTOXAaCTUYECKUX HECTALMOHAPHbLIX CUTHAOB B
on-line pexume.

bubn. 21, un.2, Tabn. 1.

YK 004.932.2

boryuapckuit C.W., KarpamaHsH A.l., MuxHosa E.[l. CermeHTaumMa wu3o06pakeHUn Ha
OCHOBe MeToAa HeveTKkux J-cpeaHux // CuctemHi TexHonorii. PerioHanbHUA MiXBY3iBCbKUIA
36ipHUK HayKoBMX npaub.— Bunyck 6 (95).— AHinponetpoBcbk, 2014. — C. 27-34.

MpuynmHa pa3paboTKM HOBOrO MeToAAa 3aKNYaeTCcs B OTCYTCTBUM CYLLECTBYIOWMX,
KoTopble Obl ObICTPO MO3BOAANM BbINONHUTL 0OPAOOTKY HeOoNpeaeNeHHbIX NepeKkpbiBaloLUXCs
CEermMeHToB M300paxeHuit, He 3acTpeBas B 00MacTU JIOKaNbHOro 3KCTpeMyMma.lloCcKonbKy
CermeHTaLMs M300paXKeHuit TECHO CBA3aHa C KiacTepu3auuen, NPUHATO pelleHne npeacTaBuTb
rpaHMLbl MeXay CerMeHTamu Mu300paXKeHUn C MOMOLLbI0 HeYeTKMX KnacTepoB.B cratbe
PAacCMOTPEHbI YeTKME U HeyeTKne BapuaHTbl 06paboTKM M300paxeHWUi, a TakkKe NpeanoxeHa
MaTpuyHasa moguduKaLma MeTOAa HeYeTKOW Knactepusauuu J-cpefHux, B 0CHOBY KOTOpPOro jier
MOAMDULMPOBAHHBIN anropuTM HeyeTkux C-cpefHux.

buon. 14.
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YK 004.9

bynrakosa A.C. MeTtoabl aHanu3a pAaHHbIX OCHOBAaHHble HA CaMOOpraHuUsauuu
mopenen // CuctemHi TexHonorii. PerioHanbHMit MiXBY3iBCbKMIA 30ipHUK HAyKOBMX Mpalb.—
Bunyck 6 (95).- AHinponeTtpoBcbk, 2014. — C. 35-42.

B cTtatbe paccMoTpeHbl METOAbl aHanM3a AaHHbIX HA OCHOBE CaMOOpraHM3auumu mogenen.
PaccmoTpeHbl OCHOBHble upen MoauduumpoBaHHoro anroputma MIYA (metop rpynnosoro
yyeTa aprymMeHTOB) M3BECTHOrO KaK MOJHOCTbIO aBTOMATU3MPOBAHHOE M3BJeYeHMe 3HAHMWI Ha
OCHOBe 3BOfIlOUMM Tpynn apganTuBHbix Mogenein (GAME). [lpeactaBneHa upes aKTUBHbIX
HEpOHOB (MCMONb3YIOTCA pasnuyHble QYHKUMKM aKTMBALMKM), 3Ta uAes MOXeT ObiTb
MCMoNb3oBaHa ANA NoBblWeHMA 3hdEKTUBHOCTM MOAeNeil Ha OCHOBe 0000LWeHMs CTPYKTYp
UTEPALIMOHHBIX U KOMOMHATOPHbBIX aIFOPUTMOB.

bu6bn. 11, unn. 3.

YK 004.89

NeaweHko I'.C., Kopabnes H.M. MporHo3upoBaHue BpeMeHHbIX PAJOB Ha OCHOBE
MeToAa BbIBOAA NO NpeleAeHTaM C UCNONIb30BaHWEM MoAenen UCKYCCTBEHHbIX UMMYHHbIX
cuctem // CuctemHi TexHonorii. PerioHanbHUMii MixBy3iBCbKMI 30ipHMK HAyKOBMX Mpalb.—
Bunyck 6 (95).— AHinponeTtpoBcbk, 2014. — C. 43-52.

B cTaTbe paccMOTpeHbl WMMMyHHble anropuTMbl KPAaTKOCPOYHOTO NPOrHO3UPOBAHMUS
BPEMEHHbIX PAAOB HAa OCHOBE MOAENU KOHANbHOTO OTOOpa M MOAENM UMMYHHOW CeTH,
MCNONb3YIOWMX METOA BbiBOAA MO npeueseHTam.Mogenb Ha OCHOBe KNOHanbHOro oTbopa
MCNoNb3yeT pasHOPOAHbIE AHTUTENA, MOCTPOEHHble HA OCHOBE BLIBOAA MO MpeuefeHTaM M
NPOCTeNLWMX METOAOB NPOrHO3upoBaHuA.OLeHKa 3P hEKTUBHOCTU Mofeneil BbINONHEHA NyTeM
CPaBHWUTENIbHOTO aHaNM3a, NpefCTaBNeHbl pPe3ynbTaThl IKCMEPUMEHTANbHbIX WUCCAef0BaHUM,
[LEMOHCTPUpYHOLLME 0COOEHHOCTHU NpeanaraeMblx NOAX0A0B.

bubn. 7, unn.2, Tabn. 1.

YK 519.2:004.9

Kupuuenko J1.0. MeTop pacno3HaBaHUA MOHO(PAKTaNbHbIX U MYJIbTU(DPAKTANbHbIX
npoueccoB no BpeMeHHbIM pagam // CuctemHi TexHonorii. PerioHanbHUii MiXBy3iBCbKUM
36ipHMK HayKoBUX npaLb.— Bunyck 6 (95).— OHinponetpoBcbK, 2014. — C. 53-59.

Ha ocHOBe 4MCNEHHOro aHanu3a BbIOOPOYHBIX MyYNbTUGDPAKTANbHLIX XapaKTEPUCTHK,
NONYYEHHBIX METOAOM MYNbTU(PAKTANLHOTO AETPEHAMPOBAHHOIO (IYKTYaLMOHHOIO aHanu3a,
NPEANOXEeH CTATUCTUYECKUN KPUTEPUIA ANS NPUHATUA TUNOTE3bl O MOHOMPaAKTaNbHbIX
CBOIICTBAaX BpeMeHHOro psaa.lpefcTaBneHbl pe3ynbTaTel UCCNE[0BAHUI NO BbIABNEHMIO MOHO-
N MyNbTUGPAKTANbHbIX CBOWCTB BPEMEHHbIX PAJOB PA3/IMYHON NPUPOLbI.

bn6n.8, 1abn.1, puc 2.

YK 681.5: 519.7

Kouosckuit B.M., Feye ®.3., Muua A.B. Artificial complex neurons with half-plane-like
activation function // CuctemHi TexHonorii. PerioHanbHuUin MiXBY3iBCbKMit 30IPHUK HAyKOBUX
npaub.— Bunyck 6 (95).— HinponeTposcbk, 2014. — C. 60-67.

Cratba nocBsleHa npobneme peanuzauum OynesblXx (YHKUMIA Ha MCKYCCTBEHHbBIX
HEMPOHHBIX 3NnemMeHTax.B paboTe paccMoOTpeH BOMPOC, KaK CBA3aHbl MexAy coboi Knacchl
GbyHKUMI, peanu3npyeMbix HA HENUPOHHbIX 3neMeHTax, (YHKUMM aKTUBALMM  KOTOPbIX
nopoxpawTcs pa3bueHMeM KOMNAEKCHOM MJOCKOCTM Ha [Be nojynnaockoctu.Takxke
NPeanoXeHo MNOHATME cenapabenbHOCTU MHOXECTB B N-MEPHOM NpPOCTPAHCTBE, KOTOpOE

150 ISSN 1562-9945



6 (95) 2014 «CucreMHBIE TeXHOJIOTHH »

BBOAUTBCA HAa OCHOBE UCNOJIb30OBAHUA KOMNNEKCHbIX HEMPOHOB.yKa3aH MTepaTMBHbIﬁ online
ajiropuT™ 06yquI/Iﬂ KOMNNEKCHbIX HeI7Ip0HOB M OaHbl [OOCTAaTOYHble ycCnoBua ero
CXO,D,VIMOCTM.”OJ'IyLIeHHbIe B CTaTb€ pe3ynbTaTbl MOryT ObITb UCNONb30BAHbI npu pa3pa60TKe
MHTENNEKTYaNIbHbIX CUCTEM ANA pelWeHNa 3a4a4 paCcno3HaBaHUA U KﬂaCCM(bVIKaLWIVI O6pa3OB.

bubn. 5.

YK 624.04+519.6

KyuyepeHko A.E. Mouck 3ceKTMBHOM TONONOrUU CTEPIKHEBLIX CMCTEM HAa OCHOBE
nonyonpeaeneHHon ontummsaumm // CuctemHi TexHonorii. PerioHanbHUN MixBY3iBCbKUM
36ipHMK HayKoBMX npaub.— Bunyck 6 (95).— AHinponetposcbk, 2014. — C. 68-73.

Paccmatpuaerca moauduuMpoBaHHaa 3ajadva BbINYKAOW - MNOAyonpeAeneHHon -
ONTUMMU3ALMM TOMONOTUN CTEPXKHEBbIX KOHCTPYKUMI C wucnonb3oBaHuem nakera CVX pna
MATLAB. Tpu peweHun 3apayn y4uTbIBANUCh Takue TpeboBaHMsA, Kak AedOpMaTUBHOCTD,
NPOYHOCTb W  YCTOMYMBOCTb.Bepudumkauma nonyyeHHOro peweHWs NpoOBOAMNACL B
nporpammHom Komnnekce ANSYS.

bubn. 8, un.2, tabn. 2.

Y[1K 004.056.53:656.078

JlaxHo B.A., Metpos A.C., Kopuenko A.I. Mopenu, metoabl ¥ UH(POPMALUOHHbIE
TEXHOJI0rUu 3aWUTbl  MH(OPMALMOHHBIX CUCTEM TPaHCNOpPTa Ha  OCHOBe
MHTENNeKTYaNbHOro pacno3HaBaHua yrpo3 // CuctemHi TexHonorii. PerioHanbHui
MiXBY3iBCbKMUI 36IpHUK HayKoBUX npalb.— Bunyck 6 (95).— AHinponetposcbk, 2014. — C. 74-
92.

CraTbs copepXuT pe3ynbTaThl UCCNEAO0BAHUIA, HANPaBNEHHbIX HA AanbHenlee pa3BuTue
METOAOB W  MOAeNnei  WHTeNNeKTyalbHOro pacrno3HaBaHWA  yrpo3  MHMOPMALUOHHO-
KOMMYHMKALMOHHON cpefe TpaHcnopTHoit otpacnu  (MKCTO) B ycnoBusx yBennyeHus
KONnYecTBa AecTabununpyoLmx Bo3LeNCTBUIA Ha AOCTYMHOCTb, COXPAHHOCTb U LLeNOCTHOCTb
nHdopmauun.Bnepsble pa3paboTtaH MeToh WHTENNEKTYaNbHOr0 pacno3HaBaHMA yYrpo3 Ha
OCHOBe AMCKPETHbIX NpoLesyp C MCMONb30BaHWEM anmnapaTa ornyecknx hyHKLUUA N HeYeTKUX
MHOXECTB, NO3BONAIWMIA CO3AaBaTb 3PPEKTUBHbIE AHANUTUYECKUE, CXEMOTEXHUYecKue u
nporpammuble pewenuna C3N UKCTO.

bubn. 19, un.13, Tabn. 1.

YOK 681.128+681.518.22

Ma3ypeHrko B.b. NpumeHeHue guckpetHoro punbtpa KanmaHa pgna peweHuna 3apauu
M3MEepeHNA VYPOBHA XWAKOro TONAMBA B VYCNOBUAX Kauku// CuctemHi TexHonorii.
PerioHanbHUi MixBY3iBCbKMI 30ipHUK HayKoBUX mpaub.— Bunyck 6 (95).— [lHinponeTpoBCbK,
2014. - C. 93-104.

CraTbs NOCBAWEHA NOCTPOEHUIO PEKYPPEHTHOrO AUCKpeTHoro dunbTpa Kanmana ans
peleHuns 3afayn U3MepeHMs YPOBHA TOMIMBA B 6Gakax paKeTbl-HOCUTENs NpuU NPOBEAEHUM
3anpaBKW B YCNOBUAX KOnebGaHUN CTapTOBOW NNaTthopMbl, a TaKXKe HEKOTOPbIM pe3ysbTaTaMm
nccnenoBaHusa 3 PEKTUBHOCTY MPUMEHEHUS NOYYEHHOTO BUNbTPA.

bubn. 7, un.2, Tabn. 1.

YK 502/504:544.558

Onbwesckuit C.B., TaHnbirnHa 0.M., lemyeHko B.®., 3aey E.P. MogenmpoBaHue KNHETUKHU
Na3MO-XMMUYECKOro 00e3BpeXUBAHMA CTOMKUX OPraHMYECKUX 3arpAa3HUTeNen B BOAHbIX
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pacTBopax BUCOKOBOJIbTHbIM UMNYNbCHUM pa3pagom // CuctemHi TexHonorii. PerioHanbHMii
MiXBY3iBCbKMI 30ipHUK HAyKOBMX nNpaub.— Bunyck 6 (95).— Hinponetposcbk, 2014. — C. 105-
114.

B pabote paccMoTpeHbl  pe3ynbTaTbl  3KCMEPUMEHTAIbHbIX U TEOPeTUYECKUX
uccnefoBaHWNW BO3LEACTBUA BbICOKOBOJLTHOIO WMNYAbCHO-NEPUOAMYECKOrO paspaga Ha
BOAHble PacTBOpPbl CTOMKWUX XNOPOPraHMYeCcKUx TOKCMKAHTOB. [loKa3zaHo, 4TO 3KCno3uuums
pactBopoB p,p'-DDT, DDE v anbapuHa pa3pagom cpefHen MolwHocTbio ~ 100 BT. B TeyeHue 60
MWH. MPUBOAUT K NONHOMY Pa3N0XKeHUI0 3TUX BELLECTB.

buon. 12, un.4, tabn. 1.

YK 621.372:538.56

Nepepepunn B.WN., Ocunenko B.B., Onanu H.B., Epemenko A.ll. WHdopmauuoHHasA
TEXHOJIOTUA NOAJEPKKU NPUHATUA pelleHUd B 3pratuyeckux cucremax // Cuctemui
TexHonorii. PerioHanbHWit MixBY3iBCbKMIA 30ipHMK HaykoBuX npaub.— Bunyck 6 (95).—
IHinponeTpoBcbk, 2014. — C. 115-124.

MpeanoXeHo yCOBEpLEHCTBOBAHME  MHGMOPMALMOHHOW  TEXHONOTMM  NOAAEPIKKM
NPUHATUA PELIEHUA B CNOXHbLIX rapaHTOCMOCOOHbLIX 3pratuyeckux cuctemax. lpeanoxeHs
HEYeTKMe afanTUBHbIE MOAENW (hOPMUPOBAHUSA aNbTEPHATUB C YYETOM YENOBEYECKOro (haKkTopa
W BAUSHUSA NapaMeTPOB BHELWHEeW Cpefbl, a TaKKe 00006 EeHHbIi anropuTm 0T6Opa ONTUMaNbHbIX
peleHmnii MeTooM NPONOpPLUUOHANbHO CeNneKLnm.

bu6bn. 11, un. 3.

YK 681.5

BopoHeHnko M.A., A6pamoB [.C. Mopenb nouCKa pauUMOHANbHOrO peLeHus no
pacnpepenenuio pecypcoB // CuctemHi TexHonorii. PerioHanbHUit MiXBY3iBCbKMiI 36ipHUK
HayKoBUX npaub.— Bunyck 6 (95).— LHinponeTpoBcbk, 2014. — C. 125-130.

PaCCMOTpeHa Mopenb onpepeneHna paunuoHalbHOro pelWeHun no ynpasaeHUIO
pecypcamu npu nuKBupaLumn ﬂp06ﬂeMHbIX CaHUTAPHO-3NMUAEMUYECKNX CI/IT}/BU,I/IVI.
V|CI'IOJ'Ib3yETCFI d)OpMaJ'II/I3OBaHHaFI norn4yecKaa mopgenb, gonycKawuwasa CpaBHUTENBHO NMPOCTYIO
KOMNbIOTEPHYIO peannsayunio.

bn6n.5, un.1, Tabn.1.

YK 621-83 681.51

3BopbikuH B.b. Muxanes A.W. Cranuuy .H0. MogenupoBaHue nepexofHbIX NPoLECcCOB
B CMCTeMax C 3ana3abiBaHueM // CuctemHi TexHonorii. PerioHanbHUit MiXKBY3iBCbKMiA 30IpHUK
HayKoBMx npaub.— Bunyck 6 (95).— lHinponeTpoBcbk, 2014. — C. 131-147.

B paGote uccnenoBaHbl MepexoAHble MPOLECcCchl B CUCTEME [03MPOBAHUSA CbIMyYunx
MaTepuanoB NpK HaAM4YMM TpPaHCMOpTHOro 3anasgsiBaHus.CdopmynuposaHbl TpeboBaHWA K
cuCTeMe perynuMpoBaHuA.BbinofHEHa ONTUMM3AUUA PEryasTOpOB, WUCXOAA W3  NOJydYeHus
nepexogHOro npouecca [J03WPOBaHUS C MAKCUMaNbHbIM ObICTPOLEACTBMEM MpPU OTCYTCTBUM
nepeperynupoBaHus.MipueaeHsl 0COOEHHOCTM HACTPOWKM PerynsTopoB npu oTpaboTke
00NbLWMUX U ManbIX 3aaHUN.

WUn. 7, tabn. 1.
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UDC 004:519.816

Bardachev Y.N., Ogneva 0.E., Vyshemirskaya S.V. Model of support of decision-making
for determination of effective management of the industrial enterprise // System
tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 3-10.

The model for economic indicators forecasting of the management efficiency on the
industrial enterprise, which based on the joint application of interval forecast and fuzzy
mathematics, is developed.

Ref. 4, tab. 1.

Y[1K 004.032.26

Bodyanskiy Ye.V., Shafronenko A.Yu.Tables of data with gaps restoration using
multivariate fuzzy extrapolation // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. —
pp. 11-17.

The problem of the missing values in the data tables filling by using the method of
multivariate fuzzy extrapolation is proposed.

Ref. 23, fig. 2, tab. 1.

YK 004.032.26

Bodyanskiy Ye.V., Deineko A.0.,Deineko Sh.V., Shalamov M.0. Evolving hierarchical
neural network for principal component analysis tasks and its adaptive learning //
System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 18-26.

Evolving hierarchical neural network architecture and adaptive learning algorithms for
processing of multi-dimensional stochastic non-stationary signals in on-line mode were
proposed.

Ref. 21, fig. 2, tab. 1.

UDC 004.932.2

Bogucharskiy S.I., Kagramanyan A.G., Mikhnova 0.D.Image segmentation with fuzzy J-
means method // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 27-34.

The reason for novel method development consists in absence of existing ones that
could quickly cope with undefined overlapping image segments without trapping into local
extremum. As image segmentation is closely related to clustering, boundaries between image
segments are decided to be presented using fuzzy clusters. Crisp and fuzzy solutions to image
processing are observed in this paper along with matrix modification of fuzzy J-means
clustering that is proposed based on modified fuzzy C-means algorithm.

Ref. 14.
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YK 004.9

Bulgakova 0.S. Data mining methods based on self-organizing models // System
tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 35-42.

The paper proposes analysis of data mining methods based on self-organizing models.
Reviewing the basic idea of the modified Group method of data handling (GMDH) known as
the Group of Adaptive Models Evolution (GAME) network.Presents an original idea of active
neurons (different activation function are sorted), this idea might be used to improve the
efficiency of models based on the generalization of structures of iterative and combinatorial
type algorithms.

Ref. 11, fig. 3.

UDC 004.89

Ivaschenko G.S., Korablev N.M. Time series forecasting on the basis of the case-based
reasoning using the models of artificial immune systems // System tecnologies. N26 (95).
— Dnepropetrovsk, 2014. — pp. 43-52.

This paper proposes the immune algorithms of short-term forecasting of time series
based on the clonal selection model and the immune network model using the case-based
reasoning. The clonal selection model uses heterogeneous antibodies on the basis of the
case-based reasoning and the simplest forecasting methods. Evaluation of the effectiveness
of the models is carried out by the comparative analysis; the results of experimental studies
that demonstrate the features of the proposed approaches are presented.

Ref. 7, fig. 2, tab. 1.

UDC 519.2:004.9

Kirichenko L.0. The method of distinction monofractal and multifractal process from
time series // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 53-59.

Based on the numerical analysis of the sample multifractal characteristics obtained by
method of multifractal detrended fluctuation analysis the statistical criterion for accepting
the hypothesis of monofractal properties of the time series is proposed. Results of
investigations to identify mono- and multifractal properties of the time series of different
nature are given.

Ref. 8, fig. 2, tab. 1.

UDC 681.5: 519.7

Kotsovsky V.M., Geche F.E., Mitsa 0.V.Artificial complex neurons with half-plane-like
activation function // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 60-67.

The paper deals with the problems of realization of Boolean functions on neural-like
units with complex weight coefficients. The relation between classes of realizable function is
considered for half-plane-like activation function. We also introduce the concept of sets
separability, corresponding to our notion of neuron. The iterative online learning algorithm is
proposed and sufficient conditions of its convergence are given.

Ref. 5.

UDC 624.04+519.6

Kucherenko A.E. Using semidefinite optimization to find effective topology of
truss-like elastic structures // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. —
pp. 68-73.
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A semidefinite optimization has been used to solve a convex problem of optimization of
truss-like structures topology with CVX package of MATLAB simulation software. The solution
fulfils the requirements of strength and buckling. A verification of the solution has been
performed in ANSYS.

Ref. 8, fig. 2, tab. 2.

UDC 004.056.53:656.078

Lahno V.A., PetrovA.S., Korchenko A.G.Models, methods and information
technologies of protection of information systems of transport based on intellectual
identification of threats // System tecnologies. N°6 (95). — Dnepropetrovsk, 2014. — pp. 74-
92.

In article results of researches on development of methods and models of intellectual
recognition of threats to information systems of transport. The article to contain results of
the researches, allowing to raise level of protection of the automated and intellectual
information systems of the transportation enterprises (AISTE) in the conditions of an
intensification of transportations. The article to contain mathematical models and results of
an estimation information systems having Internet connection through various
communication channels. The article also considers the issues of research and protection of
the AISTE under the condition of several conflict data request threads.

Ref. 19, fig. 13, tab. 1.

UDC 681.128+681.518.22

Mazurenko V.B.Applying of discrete Kalman filter to problem of measuring of liquid
propellant level under conditions of swing // System tecnologies. N2 (95). -
Dnepropetrovsk, 2014. — pp. 93-104.

The article is devoted to designing of a discrete Kalman filter for solving problem of
measurement of propellant level in launch vehicle tanks during load operation under
conditions of launch platform swing as well as to some results of study of effectiveness of
designed filter.

Ref. 7, fig. 2, tab. 1.

UDC 502/504:544.558

Olszewski S.V., Tanygina 0.M., Demchenko V.F., Zaiets E.R. Modelling of kinetics
plasma-chemical disposal of persistent organic pollutants in water solutions by high-
voltage pulsed discharge // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. -
pp. 105-114.

The paper considers the results of experimental and theoretical studies on the effects of
high-voltage pulse-periodic discharge to water solutions of persistent organochlorine
toxicants. It has been shown that exposure of solutions p, p'-DDT, DDE and aldrine by
discharge an average power of ~ 100 watts. during 60 min. leads to complete degradation of
these substances.

Ref. 12, fig. 4, tab. 1.

UDC 621.372:538.56

Perederiy V.I., Osipenko V.V. Olali N.V., Eremenko A.pp.Information technology of
support of decision making in ergatic system // System tecnologies. N6 (95). -
Dnepropetrovsk, 2014. — pp. 115-124.
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The improved information technology to support decision-making in complex
dependable human-machine systems has been offered. Proposed the fuzzy adaptive model to
the formation of alternatives taking into account the human factor and influence of
environmental parameters, as well as a generalized algorithm for choice the optimal solutions
using proportionate selection.

Ref. 11, fig. 3.

UDC 681.5

Voronenko M.A., Abramov G.S. The search model for rational solution of resource
distribution.analysis// System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 125-
130.

The model of rational decision is distinguished on carrying out the resources under the
liqguidation of the problem sanitary-epidemic situation. The formalized logical model is used
which leads to the comparatively simple computer realization.

Ref. 5, fig. 1, tab. 1.

UDC 621-83 681.51

Zvorykin V.B., Mikhalyov A.I., Stanchyts G.Y. Modeling of transient processes in
systems with delay // System tecnologies. N26 (95). — Dnepropetrovsk, 2014. — pp. 131-147.

The work dedicates to investigate the transient response of the system dosage of bulk
materials in the presence of the transport delay. The demands for the control system are
formulated. The optimization of controllers based on the receipt of the transient response at
maximum speed with no overshoot. Peculiarities setting controls are shown when developing
large and small tasks.

Fig. 7, tab. 1.
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Aopamos I'enaniit CepacumoBuu —
K.(p.M.H., IOIIeHT Kadeapu BUIIOL
MaTeMaTUKN Ta MaTeMaTHUIHOTO
MOJIeTI0OBaHHS XepPCOHChKOTO
HarmiomanpHOro TexHiumoro
yHiBepcurery.

Bapaauor I0piit MukoaaiioBuu —
IOKTOP TeXHIUHMX HaAyK, IIpodecop,
pexTop Xepcouchbkoro HarionmaabHOro
TeXHIYHOI'0 YHiBEpPCHUTETY.

Boryuapckuit Cepreit UBaHOBUY —
acnupaHT Kadpegpbl UH(POPMATUKU
XapbpkoBcKoro HammoHnairbHOTO

VHUBEPCUTETA PAAUO03JeKTPOHUKH.

Bbonauckuit EBrenuin Bnagumuposua—
IOKTOpP TeXHUUYECKUX HayK, IIpodeccop
Kadeapsl NUCKYCCTBEHHOTO
WHTeJIJIeKTa, XapbKOBCKUI
HamuonanbHBINT YHUBEPCUTET
Panro3JIEKTPOHUKMU.

Byarakosa Oaexcanapa CepriiBHa—
KaHIUIAT TEXHIYHUX HAyK, JOIIEHT
KadeIpu NpPUKJIATHOI iHOpMATUKM Ta
iH(popMaIiiHNX KOMI IOTEPHUX
TexXHOoJOoTiHMUKO0JIIaiBCHKOTO
HarionasibHOTO yHiBepCUTETY

im. B.O.CyxoMIUHCBHKOTO.

Bumemupceka Csitiana BikTopiBaa —
KaHIUIaT TEXHIYHUX HAYK, JOIEHT
Kadenpu inpopmMaTuku i
KOMII'IOTEPHUX HAYK XEPCOHCHKOTO
HamiomanprHOTO TEeXHIUHOIO
yHiBepcurery.
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Boponenko Mapia OxekcanapiBHa —
acmipaHT KadenpuindopmMaTuku i
KOMI’IOTEPHUX HAYK XEPCOHCHKOTO
HamiomanprHOTO TeXHIUHOIO
yHiBepCUTETY.

I'eue ®enip EnemupoBuy — 10KTOD
TeXHIYHUX HAYK, 3aBiyBau rKadenpu
KibepHeTUKH Ta TPUKJIATHOI
marematuku IBH3 "VkropoacsKuii
HaIllOHAJBLHUI YHiBEpCUTET .

IeiitHeko AHacTacua AlleKCaHIPOBHA
— MJAJIIUN HAYYHBIA COTPYIHUK
ITHOJI ACY, XapbKoBCKUit
HamuonanbHBIN YHUBEPCUTET
paauoayieKTpoHuKYu. UHTeIeKTyalbH
ble THQPOPMAaIUOHHO-YIIPABJIAIOIUE
CUCTEMBI.

Heitnexo JKanna BamenTnHOBHA —
IOIleHT Kadeapbl MeIUaCUCTEM M
TEeXHOJOTUM, XapbKOBCKUN
HamnuonanbHBIN YHUBEPCUTET
paauoayieKTpoHuKYu. UHTeIeKTyalbH
bple MH(GOPMAI[MOHHO-YIIPaBIAIOIITE
CUCTEMBI.

lemuenko Bioserra ®@emopiBHa —
3aB.JabopaTopiero, KaHAUIAT
Oios.HayK, Y IHCTUTYT MeauIIUHYI
npaiii, MAH Vkpaiuu.

Epemenxo Anapeii IlerpoBuu —
CT.mpemnoaaBaTeab, HarmmoHaIbHBINA
VHUBEPCUTET KOPadiecTPOeHU
uM. agMm. MakapoBa, r. HukosgaeB

3aeup €Ba Pomaniama — m.uH.c. [IY
Iacturyr megunuan npamni, MAH
Ykpainu.

3BopsikuH Baranuvup BopucoBuu —
IIOIIEeHT, KaHI.TeXH. HAYK, JOIEHT
Kadyeapsl aBTOMAaTHU3aI U
MIPOM3BOJACTBEHHBIX ITPOIIECCOB
HannoHaapbHOM MeTaJIypPrudecKomn
akagemuu Ykpaunbl (HMeTAY).

HNBamenkol'eopruitCtannciiaBoBu4Y—
XapbKOBCKHI
HamuonanbHBINYHUBEPCUTETPAINOIJIE
KTPOHUKM, accucTeHTKapeapsrdBM.
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Karpamansan Anekcanap I'eoprueBuu
— K.T.H., JOLIEHT, OOIleHT Kadeapnl
€CTEeCTBEHHBIX HayK XapbKOBCKOTO
HamnuonanbHOro yHUBEpCUTETA UMEHU
B.H. Kapasusa.

Kupuuenko Jrogmuaa OseroBHa —
IOKTOPTeXHUYECKUXHAYK, IIpodeccop
Kadenpel IPUKJIATHON MaTeMaTUKN
XapbKOBCKOT'0 HAIIMOHAJIBHOTO
VHHUBEPCUTETA PaSNO3JIeKTPOHUKH.

KopaoaesHukomainMuxaujioBuu —
XapbKOBCKUNHAIIMOHAJIBHBINYHUBEPCU
TEeTPaANO03JIEKTPOHUKH,
ITOKTOPTEXHUUECKUXHAYK,
npodpeccopradenpridBM.

Komoscekuii Braguciaias MupoHoBua
— KaHIUJAT TeXHIYHUX HAYK, JOIEHT
Kadenpu iHGopMaI[iTHUX
YIIPaABJAIUYNX CHUCTEM Ta TEXHOJIOTiH
IIBH3 "VYx&ropoachbKuili HalioHAJIbLHUI
yHiBepcurer" .

Kyuepenko Anexcanap EBrenbeBuu—
IIpugHEenTpoBCcKasa rocygapcTBeHHA
aKageMus CTPOUTESHCTBA U
apXUTEKTypHI, I'. [lHenmpomeTpoBCK,
Ykpanna.

Masypenko Baaepuii BopucoBuu
I'ocymapcTBeHHOE IIpeanpusaATHE —
«KoucTrpyKTopckoe 6opo ,,JO:xHOE*
umeru M. K. dAurensa», HaualbHUK
oTxesa

MuxaasoB Oamexcanap Lnmxiu — moxTop
TeXHIYHUX HAYK, IIpodecop, 3aBisyBau
kKadenpu inpopMaIliiHIX TEXHOJIOTIN
ta cucteM HMeTAY

Muxnosa Enena [IvmurpueBHa —
K.T.H., CCUCTEHT Kadeapsnl
KubepHeTUKU XapbKOBCKOTO
HaI[MOHAJIILHOTO TEeXHUYECKOTO
VHUBEPCUTETA CEJThCKOTO X03AMCTBa
nmeHu Ilerpa BacuieHko.

Mina Oxexcanap BogogumMupoBuu —
KaHIUIAT TeXHIYHUX HAYK,

B. 0. 3aBimyBaua xKadenapu
iH(opMaIiHHUX YIPABIASIUYNX CUCTEM
ta TexHosoriii IBH3 "VYkropoaceKkuii
HAIliOHAJBLHUM YHiBepcuUTeT , HOIIEHT.
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BUKJanau Kadenapu inpopmaTurm i
KOMII'IOTEPHUX HAyK XepPCOHCHKOIO
HAIliOHAJBLHOT'0 TEXHIUHOTO
yHiBepcuTery.

Onamu Haranssa BacuabeBHA —
KaHauaaT Gu3nKo-MaTeMaTUYeCKUX
HayK, CTapINUil IIperoaBaTellb
Kadeapsl MaTeMaTUKU U
KOMITBIOTEPHBIX HayK, Hatimxk Ilenxbra
Yuusepcuret, (Hurepus )

OasmeBchkuit Cepriit BanenTunoBuu
— accuCTeHT, KaHaujar (is.mar.HAYK,
KHY im. Tapaca IlleBuenka.

Ocunenko Baaguvmup BacuabpeBuu —
K.T.H., JOIIeHT, HalnoHaJabHBIHI
YHUBEPCUTET OMOPECcCypcoB U1
MIPUPOAOIOJIb30BAHUS Y KpanHbI
(Kues)

Ilepenepuit Bukrtop UBaHOBHY —
K.T.H., JoIleHT, HukosaeBCcKUuii
HAI[MOHAJNBHBIN YHUBEPCUTET
uM. B.A. CyxoMJInHCKOTO,

Cranuni I'eopruit IOpreBuu —
cTapiIuii IpemnogaBaTeabKadeapbl
nHMOPMAIIUOHHBIX TeXHOJOTHUHN U
cucteM HanmomaibHON
MeTaJJIyPTUYEeCcKON aKaJleMun
Yxpauasl (HMeTAY).

Tanurina Oasra Muxauniaisaa —
cryneat, KHY im. Tapaca IlleBuenka.

IITanamor Makcum AJeKceeBUd —
acnupauT KadeIapbl HCKYCCTBEHHOI'O
WHTEJJIEeKTa, XapbKOBCKUM
HAIIMOHAJLHBIN YHUBEPCUTET
pagnosyieKTpoHuKYu . UHTeIIeKTyaIbH
ble MHGOPMAI[MOHHO-YIPaBISIOIINe
CHUCTEMBEI.

IITa¢poHenko AmuHa — acuupaHTKA
Kadeapsl UCKYCCTBEHHOTO
WHTeJLJIeKTa, XapbKOBCKU
HaIlMOHAJILHBIN YHUBEPCUTET
pPaguo3JIEKTPOHUKMA.
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PETAKIIIITHA PAJTA

Beanuko Onexcanap I'puroposuu

mpodecop, TOKTOP TeXHIUHUX HAYK, PEKTOP

(20n06null pedaxmop)

TI'acurk Muxaiiiao IsamoBuu
akamemik HAH VYxkpaiau

Heitnerko Jleoninq MukosaitoBuy
mpodecop, HJOKTOP TeXHIUHNX HAYK

Hinuk Poctucnas IlerpoBru
npodecop, JOKTOP TEXHIYHUX HAYK

Aponb Mukosa MuxaitioBuu
mpodecop, JOKTOP TEXHIUHUX HAYK

IBamenko Bamnepiii IlerpoBuu
mpodecop, JOKTOP TEXHIUHUX HAYK

Kopo6ouka Onexkcaunap MukosaiioBuy
(64enuil cexkpemap)
mpodecop, JOKTOP TeXHIYHUX HAYK

Maanaituyk Basentun IlaBioBuy
mpodecop, TOKTOP TEXHIUHUX HAYK

MuxaasoB Onexcauap lmaiu
(3acm. zon06n020 pedaxmopa)
npogecop, JOKTOP TEXHIYHUX HAYK
IIpoiinax IOpiit CepriitoBuu
npodecop, JOKTOP TEXHIYHUX HAYK

Credaanko Ilasiao OnexcilioBuu

mpodecop,T0KTOP (hisKO-MaTeMaTUUHUX

HAYK

XpuuikoB Banepiii €Brenosuu
npodecop, JOKTOP TEXHIUHUX HAYK

IIIaToxa Bomogumup IBanoOBUY
npodecop, JOKTOP TEXHIUHUX HAYK

IIymeiiko AnexcaHap AllekceeBHY
mpodecop, TOKTOP TEXHIUHUX HAYK
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yHiBepcUTeT

HHiTponeTpoBChKUH
HaIlioOHAJBLHUI YHIBEePCUTET

HamjionasmbHa MeTanypriiina
akazmemia YKpaiHu

HamnjionasbHa MeTanypriiina
akamemia YKpaiHu

HMHIiTpOA3EePKMHCHhK N
Iep:KaBHUM TeXHIUYHUN
yHiBepcUTET

HarmionasmbHa MeranypriiHa
axkageMmia Ykpainu

HarmionasmbHa MeranypriiHa
axkageMmia Ykpainu

HMHITTPOA3EPKUHCHK U
Jep:KaBHUM TeXHIYHUN
yHiBepcHUTeT
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CHUCTEMHI TEXHOJIOTI'II

SBIPHUK HAYROBUX IIPAI]lb

Bunyck 6(95)

T'omoBHUII pegaxkTop: A.T.H., mpod., O.I'. Beanuko
Kowmmr’rorepHa BepcTKa Ta Kopekrypa C.B. Bummemupcska

3nano mo Habopy 25.11.2014.Ilixnucano go apyry 01.02.2015.
dopmar 60x84 1/16. Ipyk - pisorpad.llamip Tumorpad.
YMoOB. ApyK apk. — 9,75. O6s.—BumaBH.apK. — 9,18.
Tupaxx 300 npum. 3amony. —09/14
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E-mail: st@dmeti.dp.ua
Csidoumao npo 0eprHcasHy Peecmpauiro
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Cepis KB N°8684




