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Abstract. The article is devoted to the development of the maximal parallel forms of
mathematical models with a tridiagonal structure. The example of solving the Dirichlet and
Neumann problems by the method of straight lines and the sweep method for the heat equation
illustrates the direct fundamental features of constructing parallel algorithms. It is noted that
the study of the heat and mass transfer processes is run through their numerical modeling based
on modern computer technology.

It is shown that with the multiprocessor computing systems’ development, there disappear the
problems of increasing their peak performance. On the other hand, building such systems, as a
rule, requires standard network technologies, mass-produced processors, and free software. The
noted circumstances aim at solving the so-called big problems.

It should be borne in mind that the classical approach to solving the tridiagonal structure
models based on multiprocessor computing systems is far more time-consuming compared to
single-processor computing facilities. That is explained by the recurrence relations that make the
basis of classical methods. Therefore, the proposed studies are relevant and aim at the
distributed algorithms development for solving applied problems.

The proposed research aims to construct the maximal parallel forms of mathematical models
with a tridiagonal structure.

The paper proposes the schemes to implement parallelization algorithms for applied problems
and their mapping to parallel computing systems.

Parallelization of tridiagonal mathematical models by the method of straight lines and the
sweeping method allows designing absolutely stable algorithms with the maximum parallel form
and, therefore, the minimum possible time for their implementation on parallel computing
devices. It is noteworthy that in the proposed algorithms, the computational errors of the input
data are separated from the round-off errors inherent in a PC.

The proposed approach can be used in various branches of metallurgical, thermal physics,
economics, and ecology problems in the metallurgical industry.

Keywords: multiprocessor system, tridiagonal structure, method of straight lines, algorithms,
thermal physics, parallel forms.

Raising of problem and analysis of the last achievements. The parallel
computation systems are quickly developing and when computer clusters came into
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service, parallel computations became available for many people. To construct clus-
ters the mass processors, standard net technologies and freely distributed software
support are used as a rule. Let’s note that in the guise of computer cluster they im-
plicate a computer body being united in the framework of a certain net to solve one
problem. A small computer cluster consisting of 6 personal computers may be effi-
ciently used by small departments. And at present, in this connection, the problem
of efficient software development turned to be one of the central problems of paral-
lel computations in the whole. Creation of parallel computation systems necessi-
tated the designing of mathematical conceptions of parallel algorithm development,
that is, the algorithms adapted to realization on similar computation systems [1 - 6].
On the other hand the development of mathematical modeling and practice needs
gives rise to more complicated models. To understand them and to develop the
analysis principles one has to utilize the newest achievements from quite different
mathematical fields. Problem discretization results in equation systems with a great
number of unknowns. Former methods of their solution are not always suitable from
the point of view of accuracy, rate, required memory, algorithm structure, and such
like considerations. The new ideas in the field of computational mathematics arise
and are realized. In the final analysis, the new methods of numerical experiments
realization are as well created for more perfect mathematical models [7,8]. In this
work the efficacy of system of linear algebraic equations (SLAE) parallelization of
three-diagonal structure using the numerical-and-analytical method of lines is
shown on the pattern of the simplest heat conductivity problem solution.

The purpose of the research is to construct the most parallel forms of mathe-
matical models of a tridiagonal structure. The application of the numerical and ana-
lytical direct method and sweep methods for such systems parallelizing allow de-
signing its solutions having the maximum parallel form and, therefore, the least
time for its implementation on parallel computing devices.

Mathematical problem setting. Let’s examine a boundary-value Dirichlet’s
problem solution for a one-dimensional heat conduction equation.

oY 0Y

> —aax—z, te[tO,T],xe[xo,xL] (D)
with the initial condition
Y, =o(x) (2)
and the boundary data
Y =YW@ Y, =YL @), (3)
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Let’s juxtapose a net domain to a definitional one of sought function Y(t, x) in
(1) - (3) problem

ty:Ythl,Y:iM,DtlzT/M,MeZ

, (4)
x,=pxDtl,p=0,2m ,Dtl=(x;, —x¢)/2m ,meZ
Let’s introduce the new unit-normalized independent arguments
—t.
g =—21 ¢ |0]]
t—t,,
L , (5)
&, = 2 e[-1,1]
Xp = Xp
here we’ll get:
oY 0°Y
Pl o gl 4=D2, ©)
o¢, oe; Dxl1

where Y, .. (¢,,€,) issought piecewise-analytic function.

The research results
Discretization scheme by method of lines. The conception of (1) — (3) problem
discretization by method of lines lies in the following [8]. After the equation (6) fi-
nite-difference approximation on a temporary variable we’ll get
the second-order system of ordinary differential equations (SODE).

1 1
Y/C/Jrgx,l (gx) - Z Yp+gx’1 (gx) == Z YOergx’l (gx ): (7)

where YO p.; 1 (ey) is known initial function.
General solution of equation (7) seems to be a ratio of the following type:

Y pioni(6)=Y o (6)+Cyenfle, )+ D,Sufie,),  ®)

where C,, D, are the constants of integration;
YO .1 (g - specific solution of heterogeneous equation (7);

1 . .
p= Z - proper numbers of characteristic equation

1

2
—-—=A. 9
p y ®)
While differentiating solution (8) on & they get
1
——=A, 9
B p, )
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+e . . .
where Y .. ,(e, )= Dxl % is an unknown gradient function.

=t
Determining constants of integration in ratios (8), (10) from the conditions

when g, =+ 1:
Ypiex ) (Ex)jg =s1 = Ypii (11)
they get

Y;g_ (e)+ M I:Yp+l 17 ;+1 1 ]+
AT smpy e e
+ Suplz,) [Y =Y, 1]
Spp)y -
Y:‘FEX‘Z (8x) + M [Yp+l,2 - Y;H,Z ]+
Snp(2) 13)
+M[Y -]
Spp2) - " g

having put & = 0, let’s pass from distributed solution form (12), (13) to their discrete

Y3+5x,1(gx) = b (12)

Y3+£x’2 (8)6) =

analogues in the form of SLAE:
Y11 Y, Y, 11 Sl
Cpt Tt Plap P L (14)
Y 410 Y, Y, 12 "y

c _Snp0) _ SuB)
» T SnBQ) ’ T Sup(2)

* * 5 - 1,2m - 1 5 15
j‘p,l Yp+l,1 * Yp,l p ( )
=C,q_, -Y +D,q_.
Joo Y, ’ {5} Y,

SLAE (14) are invariant relative to net functions Y,; and Y,. and have three-

where

diagonal structure where boundary elements Y., Yam,1 for problem (1) — (3) are iden-
tical to the values of boundary functions (3):

Yo, = YW(tj), Y, = WL(tj). (16)
Identically, Yo3 Yam:elements on the domain boundary in SLAE (14) take the
following values:
Y,, = Dxlx 6_Y
’ Ox =%

T oh 17)

Y, , =Dxlx o

’ Ox [

which in Neumann’s problems correspond to second-order boundary data.
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In so doing, the mathematical model invariance in the form of SLAE (14) rela-
tive to Y,;, Y2 net functions seemingly, reflects deeper group-theoretical features
of input equation (1) relative to Coshi’s data as well. In light of noted, the differen-
tial manifold and Dirichlet’s and Neumann’s problems group classification being
carried out on Coshi’s data in SLAE permits to continue the analysis on the pattern
of only one group of decision variables Y, ; examination.

Sweep method analysis. Let’s describe a simple and ordinary solving method of
SLAE (14) having got the name of

the sweep method [1]. Let’s postulate the existence of such two vectors E and G
that for wha

Y,: (p=1,2m -1) the following equality is executed:

Yp,l :Epr+1’1 +Gp. (18)
Having reduced into (18) index p by a unit, they get
Yp—l,l = Ep—lYp,l + Gp—l' (19)
After ratio (19) substitution to SLAE (14) we’ll find
Cp DpGp1 — fpi

Ypin1 t (20)

Yo1=1_p & 1-D.E
- ZpFp-l —MpLp-1

Comparing equations (18) and (20) and noting that both of the equations being

equitable for all the p =1,2m —1 indices they get the recurrent ratios:

E % G _DpGpa = fp 21
P 1-pE. ., P 1-DE ’ @D
p p-l p p-l

realizing the algorithm of direct sweep. In fact, the following goes from the condi-
tions on the left boundary (3):
E,=0, G,=Y,, =YW(,). (22)

Further E, G,elements are calculated in all the points in increment direction.

Y1 (p = 1.2m -1) on the recurrent formulae (21). Then it goes from the right
boundary condition (3) that Yz, ; = YL(t). This provides for start of reverse sweep on
the recurrent formula (19) in p decrease direction from p=2m-1 up p=1.

If a sweep algorithm on formulae (20), (18) has the right orientation, it is obvi-
ous that it is possible to organize a sweep algorithm of the opposite left orientation
as well. Let’s assume the existence of such E and G vectors that for all the Y, the
following equality is executed:

Y, =E,Y, 1,G,. (22)

pl =
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Having changed in (22) index p by increasing per a unit, they get
Yo =EpnYpiGpi- (23)
Then after elimination from SLAE (14) Y ,.,; variables by substitution on for-
mulae (23), it seems possible to develop the following recurrent dependencies:
D, CpGpu — fpi

E, =——— G,= (24)
p ’ p
1-C,E 1-C,E,

corresponding to the right sweep algorithm in index p from p=2m-1 up p=1 decrease
direction. Here the reverse sweep is realized on the recurrent ratios (22) in incre-

ment direction of p =1,2m —1 index, which was to be proved.

Let’s note that to calculate using sweep method system solution (14), consist-
ing of (2m+1) equations, it’s necessary to carry through arithmetical operations in
the quantity being only by finite number times bigger than unknown quantity. To
solve equations with N unknown quantities of arbitrary linear system N using
method of exclusion one usually has to use up arithmetic in N* quantity. They man-
aged to attain such a reduction of arithmetic number when system (14) solving by
sweep method while successfully using the specific character of this system.

Conclusion. Three-diagonal SLAE parallelization being realized on the ground
of numerical-and-analytical method of lines permits synthesizing of absolutely sta-
ble algorithms having maximal parallel form and, thereby, minimal possible time for
its realization on parallel computing devices. Noteworthy is also the fact that input
data computing errors being in it separated from round-off ones thus inherent in
real personal electronic computers. The algorithm is illustrated on the pattern of ini-
tial-boundary-value Dirichlet’s problem solution for heat conduction equation. But
in this connection, it turns out to be an invariant one for coset problems — Neu-
mann’s ones too. This fact obviously reflects deeper group-theoretic properties of
parabolic equations as well relative to Coshi’s data on spatial variable.

The proposed approach can be used in various branches of metallurgical, ther-
mal physics, economics, and ecology problems in the metallurgical industry.

Keywords: multiprocessor system, tridiagonal structure, method of straight
lines, algorithms, thermal physics, parallel forms.
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EcpekmusHi anzopummu po3napaanenio8anHa mpudia2oHanbHux cucmem piBHAHb

Cmammio npucssyeHo po3pobyi MAKCUMAibHO NAPaAnesbHUX popm MamemamuyHux Mmooe-
nell, sKi marwms mpudiaeoHansHy cmpykmypy. be3nocepedHbo npuHyunosi 0cobuBoOCMi KOH-
CMPYIOBAHHA NAPANe/IbHUX aNI20pUMMIB TIIOCMPYIOMbCA HA NpuKaadi po3s’askis 3aday [Jipixne
ma HelimaHa memooOom npamux 1 mMemoOOM NPO2OHKU O PIBHAHb MensonposIGHOCMI.
Bid3Hayaemscs, wjo O00CNIOKeHHS npouyecis mensio - 1 MACOOOMIHY peani3yemsCs WAAXOM ix
YuCI08020 MOOEIOBAHHSA HA OCHOBT 3ACMOCYBAHHSA CYYACHUX 3aC0018 06YUCTIOBALHOT MEXHIKU.

lloka3zaHo, wo 3 po3sumMKoM 6a2amonpoyecopHux 06YUCTIBANLHUX CUCMeM 3HUKAKMb
npobsemu 8 36inbleHHT ix nikosoi npodykmusHocmi. 3 iHWo20 60Ky, 05 nobydosu mMakux
cucmem, K NPasUsIo, 3aCMOCOBYIOMb CMAHOAPMHT Mepexesi MexHos1021i, NPoyecopu Macoso2o
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BUPOGHUYUMBA, Bi/bHE nNpo2pamHe 3abe3neyeHHsA. 3a3HayeHi 06CMABUHU (i CNPAMOBAHI HQ
PO38’A30K MAK 38AHUX BeIUKUX 300aHY.

llpu uybomy HEObXIOHO Mamu Ha yB8a3i, WO 3ACMOCYBAHHA KAACUYHO20 Nidxody 00
po38’s3Ky Modesieli mpudiazoHaAbHUX CMPYKMYp HA OCHOBI BUKOPUCMAHHS 6a2amonpoyecopHux
064UC/II0BANIBHUX CcuCmeM BI03HAYAOMbLCA HAabazamo OifbWUMU YACoBUMU BUMPAMAMU 8
NOpiBHAHHI 3 00OHONpOUecopHUMU  064ucaBaNbHUMU  3acobamu. Lle  noscHwemsbcs
3aCMOCYBAHHAM pPeKypeHMHUX CniBBIOHOWEHb, AKI NOKAA0eHT B OCHOBY KAACUYHUX MemoOis.
Omie, 015 napanenbHUX 06YUCTIOBANLHUX cUCmeM HeobXIOHO OKpeMo KOHCmpytosamu npoyec
sekmopu3ayii 064ucneHb. Y 38'3Ky 3 YuM 3aNPONOHOBAHI OOC/TIOXEHHA € AKMYyanabHUMU 1
CNPAMOBAHUMU HA PO3BUMOK PO3N00iNIeHUX Gl20pUmMIB PO38’A3KY NPUKAAOHUX 3a0ay.

Mema 3anponoHosaHux 00CNiOXeHb NOMA2AE B KOHCMPYIOBAHHI — MAKCUMAJIbHO
napanenbHux ¢opm mamemamuyHux moodenel mpudia2oHaNbHUX CMPyKmMyp. 3anponoHOBAHI 8
OaHili pobomi cxemu CnpsAMOBAHI HA Peani3ayilo an2opummis po3napanetoBaHHs NPUKAAOHUX
3a0a4 1 ix 81006paXKeHHs HA napanesbHi 064UCTIOBAbHI cCUCMeEMU.

Po3napanentosaHHa mpudia2oHaibHUX MameMamuyHux modesell MemoOoM NpaMux 1
MemoOOM Npo20HKU 003B0JIAE KOHCMpYBamu abcomomHo cmiliki aneopummu, Wo Maroms
MAKCUMQanbHy napanensHy ¢opmy 1, Omxe, MIHIMANbHO MOXAuBul 4ac ix peanizayii Ha
napanesnbHux 064UCTI0BANbLHUX Npucmposx. [loMimumo, wo 8 3aNPONOHOBAHUX AN20pUMMAX
BI0OKpeMneHO 06YUC/I0BAbHT NOXUOKU BXIOHUX OGHUX B10 NOXUGOK OKpy2/ieHHs, BAACMUBI
[TEOM.

3anponoHosaHuli nidxi0 Moxe Gymu BUKOPUCMAHUM B8 PI3HUX 2ay3AX MmemasnypeiliHoi
meniogi3uKu, eKOHOMIKU, G MAKOX 3a0a4 eKoa02ii memanypeitiHoi npomuciosocmi.

Efficient algorithms for parallelizing tridiagonal systems of equations

The article is devoted to the development of the maximal parallel forms of mathematical
models with a tridiagonal structure. The example of solving the Dirichlet and Neumann problems
by the method of straight lines and the sweep method for the heat equation illustrates the direct
fundamental features of constructing parallel algorithms. It is noted that the study of the heat
and mass transfer processes is run through their numerical modeling based on modern computer
technology.

It is shown that with the multiprocessor computing systems’ development, there disappear
the problems of increasing their peak performance. On the other hand, building such systems, as
a rule, requires standard network technologies, mass-produced processors, and free software. The
noted circumstances aim at solving the so-called big problems.

It should be borne in mind that the classical approach to solving the tridiagonal structure
models based on multiprocessor computing systems is far more time-consuming compared to
single-processor computing facilities. That is explained by the recurrence relations that make the
basis of classical methods. Therefore, the proposed studies are relevant and aim at the distrib-
uted algorithms development for solving applied problems.

The proposed research aims to construct the maximal parallel forms of mathematical mod-
els with a tridiagonal structure.
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The paper proposes the schemes to implement parallelization algorithms for applied prob-
lems and their mapping to parallel computing systems.

Parallelization of tridiagonal mathematical models by the method of straight lines and the
sweeping method allows designing absolutely stable algorithms with the maximum parallel form
and, therefore, the minimum possible time for their implementation on parallel computing de-
vices. It is noteworthy that in the proposed algorithms, the computational errors of the input
data are separated from the round-off errors inherent in a PC.

The proposed approach can be used in various branches of metallurgical, thermal physics,
economics, and ecology problems in the metallurgical industry.

IlIBaunu I'eunaniii 'puropoBmuy — JOKTOp TeXHIYHMUX HayK, Ipodecop, 3aBimyBayu
Kadeapy NMpUKIAIHOI MaTeMaTUKM Ta 00UMCITIOBAIbHOI TeXHiku, HalrlioHasibHa Me-
TaJyprifiHa akageMis YKpainu, M. [IHinpo, YKpaiHa.

Bo3Ha Harasia SIpocnaBiBHa - JOKTOp TeXHiUHMUX HaAyK, AOLIEHT, Kadeapa creiiia-
JIiI30BaHMX KOMIT'IOTEpHUX CUCTeM, 3axiTHOYKpaiHCbKUI1 HalliOHAJbHUI YHiBepCU-
TeT, TepHOMiab, YKpaiHa.

IBameHko OsieHa BanepiiBHa—KaHAMIAT TeXHIYHUX HAYK, CTApIIMIi BUKIagad Ka-
denpu mpukIagHOi MaTeMaTHKM Ta OOUMC/IIOBAIbHOI TexHiky, HamioHaabHa mMeTa-
JypriiHa akagemist YKpainu, M. [IHinpo, YkpaiHa.

Bimmit Onekcanap IleTpoBu —KaHAMIAT TeXHIUHMX HAyK, HOIEHT Kadempu 1uBap-
HOro BMpOOHMIITBA, HaimioHasbHa MeranypriiiHa akagemis YKpainu, m. [IHimnpo,
VkpaiHa.

Mopo3 JImutrpo MakcumMoBUY —Marictp, [JHIIpoBCbKMIi HalliOHAJbHUIA YHIBEPCU-
teT iM. Onecst ['oHuapa, m. IHinpo, YkpaiHa.

IlIBaunu 'enHaguit I'puropbeBUY — TOKTOP TeXHUYECKUX HAyK, mpodeccop, 3aBe-
nyoomuii Kadbeapoit MpUKIAAHOM MaTeMaTUKM M BBIUMCIAUTENbHONM TexHuku, Ha-
[IMOHAJIbHAs MeTaJUIypruyeckasl akageMust YKpauHsl, r. [JHerp, YKpauHa.

Bosnas Harammus SIpocsiaBoBHA - JOKTOp TeXHMUYECKMX HaAyK, MOLIEHT, Kadeapa
CIeMaJIM3MPOBAHHBIX KOMITBIOTEPHBIX CUCTEM, 3ariaJHOYKPAMHCKUI HAlMOHAJIb-
HbIV YHUBEpCcUTeT, TepHOI0/b, YKpanHa.

NBamenko Enena BanepbeBHa—KaHANIAT TEXHMUECKUX HAYK, CTAPIINIA ITperona-
BaTesb Kadeapsl MPUKIATHON MaTeMaTUKM M BBIYMCIUTENbHON TeXHUKM, Haimo-
HaJIbHAsl MeTa/ulypruueckas akageMusi YKpauHsl, r. JJHerp, YKpauHa.

Bensbrit Anekca"nap IleTpoBuy—KaHAMIATT TEXHMYECKUX HAYK, JOIEHTT Kadempsl
JIMTTEMHOTO MPOU3BOACTBA, HallMOHa/IbHAasg MeTa/UTypruyeckasi akagemus YKpanuHbl,
r. Inenp, YKpauHa.
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