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Abstract. The article is devoted to the research of efficiency of a multiprocessor computing sys-
tem in solving problems aimed at expanding the computing area. The basic regularities concern-
ing the time of solving the problem are revealed, depending on the change in the multiprocessor
system calculations area. The research is aimed at determining the deceleration factor associ-
ated with the increase of the computing area of a multiprocessor system when compared with
the computer version with an unlimited computing area. The analytical ratios are derived for de-
termining the calculations deceleration coefficient. A stage of simulation for calculations of the
deceleration factor was carried out to determine the regularities of its change, depending on the
application of a particular computing platform. The revealed tendencies of such a change point
to the need to reconcile the components of the network interface and computing capabilities of
the chosen computing platform. The derived analytical relations were aimed at determining the
optimal number of nodes of a multiprocessor system which allow the minimum delay of calcula-
tions.

Keywords: multiprocessor system, efficiency, computing deceleration, computing area, network
interface.

Introduction. Recently, a number of publications appeared, aimed at studying
the efficiency of solving applied problems with the help of multiprocessor systems.
Thus, publication [1] proves that efficiency estimation of a multiprocessor system in
organizing the one-way and two-way modes of boundary data exchange is deter-
mined. It is shown here that, in a two-way operation mode of the network interface,
under otherwise equal conditions, in the optimal version of the multiprocessor sys-
tem operation, it is possible to reduce the number of nodes of multiprocessor system
and improve the efficiency of calculations. The publication [2] estimates the effec-
tiveness of multiprocessor system when organizing of half-duplex and duplex modes
of the network interface. It has been proved here that the "duplex" mode essentially
reduced computing time and, in addition, the accelerationed increased significantly.
Publication [3] estimates efficiency of a multiprocessor system at organization of
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multichannel modes of a cluster network functioning are established. Such operating
modes allow not only to improve the efficiency of parallelization, but also essentially
reduce the time of calculations, as well as significantly accelerate them. The results
were achieved by reducing the time boundary exchange between the computing
nodes of the cluster system. The publication [4] showed the studies that were con-
ducted to determine the load capacity of the cluster system communication lines.
This allowed to set the optimal number of nodes of multiprocessor system for differ-
ent modes of its operation. The publication [5] is devoted to the research of the fea-
tures when using the InfiniBand network interface in a multiprocessor computing
system in solving problems aimed at expanding the computing area. This research
reveals the basic regularities regarding the time of solving the problem depending on
the change of the computing area.

This research studies the problem of computations deceleration in multiproc-
essor computing systems, aimed at expanding the computing area.

The purpose of the research is to further develop the approach associated
with definition of methodology for effectiveness evaluation of the multiprocessor
modular computing system and the impact on this indicator of the calculations de-
celeration. At the same time, the main attention is paid to the impact peculiarities
on this indicator of network interface of multiprocessor system.

At the same time it is necessary to solve the following problems:

1. To perform research aimed at determining the deceleration factor associated
with an increase in the computing area in multiprocessor systems distributed over
its nodes in comparison with a computer with an unlimited computing area. To out-
put analytic ratios for deceleration calculations.

2. To run the simulation phase of the deceleration computation and set the
patterns for its modification depending on the computing platforms in use.

3. To solve the problem of determining the optimal number of nodes in a mul-
tiprocessor system with minimal system deceleration.

We should note that the research of these problems is important and relevant.
This is not only due to the fundamental limitation of the maximum possible per-
formance of ordinary serial computers, but also to the almost constant existence of
computational problems which solution requires additional capabilities of existing
computer facilities.

The unresolved parts of the problem. The working methods of analyzing the
multiprocessor systems efficiency do not allow to determine the optimal number of
its nodes for solving a certain class of problems taking into account the calculations
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deceleration. At the same time, to solution of such problems is short of proper re-
search development on the analysis of the network interface impact on the efficiency
of modular multiprocessor computer systems. In addition, to estimate the efficiency
of a computing multiprocessor system, the basic analytical relationships are usually
not provided through the parameters of the system being studied.

The research results. The presented researches tend to determine the decel-
eration factor (K) associated with the increase in computing area, distributed over its
nodes of multiprocessor system, compared with the computer version with an
unlimited computing area. It is obvious that such a deceleration value will be deter-
mined by the following ratio:

Y
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where 7" is the computing time of a single iteration when applying the N computing
nodes, sec; and 7, is the computing time of a single iteration for a single-processor

computing system. The ratio (1) shows that such a coefficient is determined taking
into account the increase of the computing area, distributed over the nodes of the
multiprocessor system. Then, in a multiprocessor application, the total time of a
single iteration will be determined on the basis of the following relationship:

N
T, =T +T,. (2)
Under these conditions, 7, is the time of boundary data interchange between

the nodes of a cluster, sec. We should note that if the iteration computing time de-
pends only on the processor power, the time of the boundary data interchange is de-
termined by the size of a difference grid, the number of nodes of the cluster system
and the bandwidth of the computing network. Consequently, the value 7,,can be de-
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termined as follows:

The m value can be equal to the one for unilateral mode of the boundary data
interchange or two for two-way mode, V, is the throughput of the network interface
port (Gigabits per second (Gbps)), N is the number of nodes of the multiprocessor
system, S is the total computing area of the multiprocessor system, k is the number
of channels of communication computer networks working simultaneously (number
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of computing networks), d - half-duplex (d = 1) or duplex (d = 2) mode of the com-
puting system cluster’s network.

Taking into account the relation (2), we obtain:
. TCN1 + Ty @

Te(S)

Taking into account the ratio (3.4), the deceleration factor (K) value can be
given in an analytic-friendly form:

1 T
K= N(HTC% ). (5)

For the analyzing convenience of obtained results, the expression (5) is repre-

sented as follows:

1
K= —(1+K7).
N( +K1) (6)
In the ratio (6), K; is defined as:
— Tex
Ki= v (7

Such a coefficient can be interpreted as the factor of active calculations decel-
eration. This is due to the fact that this value, in the main, affects the deceleration
rate as a whole. Finally, based on the formulas (5 — 7) allow to determine the number
of nodes in the multiprocessor system (i), which corresponds to the minimum cal-
culations deceleration. So, we obtain:

ked V,[mR |
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In the ratio (8) R represents the available RAM of the node of the multiproces-
sor system R (Gbps). In accordance with the above ratios, computing experiments
were carried out for a computer platform equipped with an Intel E8400 3 GHz proc-
essor. Here, for the initials there were adopted corresponding characteristics of the
class of problems that are solved by the cluster system. These parameters are given
in table .
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Table 1
The data for calculating system performance using a computer platform equipped
with an Intel E8400 3 GHz processor

Vi 8 Gbps
I, 100 ¢

Ve 14.10°bps
R 24 Gbps
m 2

d 2

k 2

The simulation results are presented as graphical dependencies (Figure 1).
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Figure 1 — Dependence curves of the deceleration rate, depending on the number of
nodes of the multiprocessor system

Figure 1 line 1 shows a general tendency to change the calculations decelera-
tion rate. Line 2 shows the effect of the time boundary data interchange by decelera-
tion factor value. At the same time, line 3 shows the effect of the number of nodes
on the multiprocessor system by the deceleration factor value. Against the back-
ground of the marked dependencies, we can note the significant effect of the time
boundary data interchange by the deceleration factor value. This circumstance em-
phasizes the need to implement the procedure for reconciling the network interface
and computing capabilities of the selected computer platform.

In addition, it becomes apparent that, under otherwise equal conditions, there
is a problem of optimal choice of the number of nodes of a multiprocessor system in
order to minimize the deceleration factor. On the basis of the relation (8), we get in
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this case Ni; = 3, while the smallest amount of calculations deceleration corresponds
to K = 0.65. Under these conditions, the question arises: at what expense and how
can we reduce the amount of decelerations in the multiprocessor computing system?
The highlight of the peculiarities of such work mode of the multiprocessor system is
devoted to authors’ further research.

Conclusions. The researches have been conducted to determine the decelera-
tion factor associated with an increase in the computing area of a multiprocessor
system, distributed over its nodes, compared with a computer version with an unlim-
ited computing area. The analytical ratios for the computation deceleration coeffi-
cient are derived. The decisive role of time boundary data interchange by the decel-
eration factor value is shown.

The stage of simulation of the calculations deceleration value and the regulari-
ties of its change are determined, depending on the application of various comput-
ing platforms. The revealed tendencies of such a change point to the need to recon-
cile the components of the network interface and computing capabilities of the cho-
sen computing platform.

The analytical relations are derived that tend to determine the optimal number
of nodes of a multiprocessor that allow minimum calculations delay.

In the further researches, the authors intend to highlight the features of recon-
ciling the components of the network interface and computing capabilities of se-
lected computer platforms in order to minimize the computing deceleration in mul-
tiprocessor systems.
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HocnidxenHa edpekmusHocmi o64yucneHs 8 MOOYNbHUX 6A2amMonpoyecopHux cucmemax

Cmammio npucssyeHo 00CNIOXeHHIO eghekmusHOCMI 6azamonpoyecopHoi 064UC0BAb-
HOi cucmemu npu po38’A3yBaHHI 3a0aY4, CNPAMOBAHUX HA PO3WUpPEHHA obaacmi o64yucieHs. Me-
ma 00CNIOKeHHA noaA2aE 8 N0OAbWOMY PO3BUMKY NiOX00Y, NOB'A3AHO20 3 BU3IHAYEHHAM Me-
MOOUKU OUTHIOBAHHSA ehekmusHOCMi 6a2amonpouecopHoi MoOyIbHOT 064UCBALHOT cuCMeMU
1 8NIUBY HA Uell NOKA3HUK YNoBiJibHeHHA 064ucieHs. [lpu yboMy 0CHOBHA yBa2a NpuOiIAEMbCA
ocobsusocmam 8naugy Ha 0aHUl NOKA3HUK Mepexeso2o iHmepgelicy 6azamonpoyecopHoi cuc-
memu. [Jitoyu memoou aHanizy epekmusHocmi 6a2amonpoyecopHux cucmem He 003B80/70Mb
BU3HAYUMU ONMUMabHe YUucno ii 8y3/i8 018 pO38’A3YBAHHA NEBHO20 KAACY 3a0a4 3 ypaxysaH-
HAM NOKA3HUKIB YNnoBi/IbHeHHS 00YuCieHb. Y moll e 4ac, 01 po38’a3yBaHHA 3A0aH020 KAACy
3a0ay4, He Haby/U HANeKHO20 PO3BUMKY OOCNIOKEHHS, NPUCBAYeHT aHAI3y BNIUBY MEPEXEeB020
iHmepgpelicy Ha egekmusHicmb MOOY/bHUX 6a2amMONPoOUEcoOpHUX 0BYUCTIBANLHUX CcUCMeM.
Kpim mozo, 0na oyiHOBaHHA egekmusHOCMi 064UCT0OBANBLHOI 6aeamonpoyecopHoi cucmemu
3a38u4ali He N00alMbCA OCHOBHI AHANIMUYHI CNIBBIOHOWEHHA Yepe3 napamempu 00CN10Xy8a-
Hoi cucmemu.

BusAsneHo 0CHOBHT 3aKOHOMIpHOCMI U000 Yacy po3s8’aA3yBaHHA 3adadi 8 3anexHocmi 8i0
3MIHU 06acmi ob4ucneHb 6azamonpouyecopHoi cucmemu. [posedeHi OocnioxeHHs cnpaMOBAHO
Ha BU3HAYeHHs KoeqiyieHma ynosijibHeHHs 004UC/ieHb, N0B'A3AHO20 31 361/bWEHHAM 06aacmi
064ucneHb 6aeamonpoyecopHoi cucmemu 8 NOPiIBHAHHT 3 BaAPIGHMOM KoMNn'tomepa 3 Heobmexe-
Hol obnacmio ob4yucneHb. BusedeHi aHaniMuy4Hi cniBBIOHOWEHHS 018 BU3HAYEHHS KoegiyieH-
ma ynosisibHeHHA 06YuC/IeHb. NPoBeOeHO eman MoOe0BAHHA Koe@iyieHma ynosisibHeHHs 06-
YucneHb 3 Memolo BCMAHOBNEHO 3AKOHOMIPHOCMI i020 3MIHU 8 3G/1eXXHOCMIT 810 3ACMOCYBAHHSA
nesHoi 0b4ucn08aabHOT naamgopmu. BussneHi meHOeHyii 3MiHU MaKoz20 KoeiyieHma BKa3y-
Iomb Ha HEOOXIOHICMb Yy3200XKeHHS KOMNOHeHMIis Mepexeso20 iHmepdelicy U 064UCM0BANbHUX
moxusocmeli 06paHoi 06YyucI0B8anbHOT niamgopmu. BusedeHo aHanimuy4Hi cnigBiOHOWEHHS,
AKI CNPAMOBAHO HA BU3HAYEHHA ONMUMGAJILHO20 YUCAA BY3/7118 6A2AMONPoyecopHoi cucmemu y
810N0BIOHOCMI 3 AKUMU 00CA2AEMbCA MIHIMAJIbHE YNOBINIbHEHHSA PO3PAXYHKIB.
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Research of computing efficiency in modular multiprocessor systems

The article is devoted to the research of efficiency of a multiprocessor computing system in
solving problems aimed at expanding the computing area. The purpose of the research is to fur-
ther develop the approach associated with definition of methodology for effectiveness evalua-
tion of the multiprocessor modular computing system and the impact on this indicator of the
calculations deceleration. At the same time, the main attention is paid to the impact peculiari-
ties on this indicator of network interface of multiprocessor system. We should note that the re-
search of these problems is important and relevant. This is not only due to the fundamental limi-
tation of the maximum possible performance of ordinary serial computers, but also to the almost
constant existence of computational problems which solution requires additional capabilities of
existing computer facilities. The working methods of analyzing the multiprocessor systems effi-
ciency do not allow to determine the optimal number of its nodes for solving a certain class of
problems taking into account the calculations deceleration. At the same time, to solution of such
problems is short of proper research development on the analysis of the network interface impact
on the efficiency of modular multiprocessor computer systems. In addition, to estimate the effi-
ciency of a computing multiprocessor system, the basic analytical relationships are usually not
provided through the parameters of the system being studied.

The basic regularities concerning the time of solving the problem are revealed, depending
on the change in the multiprocessor system calculations area. The research is aimed at determin-
ing the deceleration factor associated with the increase of the computing area of a multiproces-
sor system when compared with the computer version with an unlimited computing area. The
analytical ratios are derived for determining the calculations deceleration coefficient. A stage of
simulation for calculations of the deceleration factor was carried out to determine the regulari-
ties of its change, depending on the application of a particular computing platform. The revealed
tendencies of such a change point to the need to reconcile the components of the network inter-
face and computing capabilities of the chosen computing platform. The derived analytical rela-
tions were aimed at determining the optimal number of nodes of a multiprocessor system which
allow the minimum delay of calculations.

IBameHko Banepiii [leTpoBuY—10KTOP TEXHIYHMX HAYK, Ipodecop, mepiinii mpo-
pekTop, HaiioHasibHa MeTasnypriiiHa akajgemis YKpainu, M. JHimpo.

IlIBauny I'enHaznii I'puropoBmY — IOKTOpP TeXHIUHMX HAyK, Mpodecop, 3aBimyBay
Kadeapy MPUKIAAHOT MaTeMaTUKM Ta OOUMCITIOBAIbHOI TexHiku, HarlioHasbHa Me-
TanyprifiHa akagemis Ykpainu, M. JIHimpo.

IBameHko OsieHa BanepiiBHa—KaHIMAAT TeXHIYHMX HAYK, CTApIIMii BUK/IaAay Ka-
dbegpu mpuUKIAgHOI MaTeMaTUKM Ta OOUMCIIOBAIbHOI TexHiku, HamionanpHa MeTta-
JypriviHa akagemis YKpainu, M. JIHIinpo.
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