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Abstract. Artificial neural networks are finding many uses in the medical diagnosis application.
The article examines cases of renopathy in type 2 diabetes. Data are symptoms of disease. The
multilayer perceptron networks (MLP) is used as a classifier to distinguish between a sick and a
healthy person. The results of applying artificial neural networks for diagnose renopathy based
on selected symptoms show the network's ability to recognize to recognize diseases correspond-
ing to human symptoms. Various parameters, structures and learning algorithms of neural net-
works were tested in the modeling process.

Keywords: artificial neural networks, medical diagnosis, multilayer perceptron with back-
propagation training, diabetic retinopathy, function of activity.

Introduction. The task of diagnosis is to identify a disease that a patient has
with certain symptoms. This process is very complicated, because not all disease’s
symptoms are specific to only one disease and often the symptoms are overlapping.
Errors caused by human factor are not rare in this process. To eliminate human er-
ror, in modern medicine, different technologies are used nowadays. Using informa-
tion about a patient's condition in the mathematical model the probable diagnosis
can be determined. These mathematical models are based on statistical distribu-
tions, regression models and artificial intelligence [1-3].

An artificial neural network a part of artificial intelligence provide a powerful
tool to help doctors to analyze, model and make sense of complex clinical data
across a broad range of medical applications. Most applications of artificial neural
networks to medicine are classification problems; that is, the task is on the basis of
the measured features to assign the patient to one of a small set of classes [1].

Medical Diagnosis using Artificial Neural Networks is currently a very active re-
search area in medicine. This is primarily because the solution is not restricted to
linear form. Neural Networks are ideal in recognizing diseases because there is no
need to provide a specific algorithm on how to identify the disease. Neural networks
learn by example so the details of how to recognize the disease is not needed [14].
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In supervised learning, the network is trained by providing it with input and
output patterns. During this phase, the neural network is able to adjust the connec-
tion weights to match its output with the actual output in an iterative process until a
desirable result is reached.

The whole diseases diagnostic process can be divided into training and diag-
nostic part. For each disease, it is necessary to determine the specific parameters,
symptoms and laboratory results which in detail describe character of this disease. In
the following step, based on these data, it is created a database that must be vali-
dated and extreme values out of range must be discarded. The neural network is
trained using this database and afterwards results obtained in this process are veri-
fied. If the results of the trained neural network are correct, then the neural model
can be used in medical practice. With this step the diagnostic process begins. The
patient’s data are processed by the neural network, which determines the probable
diagnosis. This result is then validated by the attending physician. The final diagno-
sis is result of physician’s decision, who based on his own experiences evaluates all
aspects of the disease and the result of neural network classification.

The aim of this work is to study the suitability of using artificial neural net-
works in medicine for the diagnosis of diabetic retinopathy. This is one of the most
severe complications of diabetes mellitus, affecting the vessels of the retina of the
eyeball. It is observed in 90% of patients with diabetes mellitus. This work attempts
to test various parameters and network structure for their suitability for recognizing
this disease. To solve these problems, we will use multilayer perceptron networks
that are capable of correctly classifying nonlinear separable input data sets required
for diagnostics.

Main part. Each artificial neural network is a set of simple elements - neurons
that are connected in some way. The particular form of executable network data
conversion due not only characteristics of neurons that make up its structure but
also its architectural features such as topology interneuron links directions and
methods of information transfer between neurons and learning tools[4, 5].

Multilayer neural networks of direct distribution are nonlinear systems that
enable better qualified than conventional statistical methods. Multilayer perceptron
(MLP) has a plurality of input nodes that provide the input layer with one or more
hidden layers of neurons and output layers. Each neuron of MLP which learns based
on back propagation algorithm has nonlinear smooth activation function often use
nonlinear logistic sigmoid function type or hyperbolic tangent [4, 6].
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It is important to highlight that a neural network may have many hidden layers
or none, as the number of neurons in each layer may vary. However, the input and
output layers have the same number of neurons as the number of neural inputs/ out-
puts, respectively.

The network learning process includes setting values weights and bias of net-
work to optimize network performance. Setting performance for networks with di-
rect propagation is determined by the mean squared function (mse) between the
outputs of the network (a) and targeted outputs (t) and defined by the formula [4]:

1 N
F=mse=— ) (t;-a,)’
P (1)

After training and testing neural network the network object can be used to
calculate the answer for any input value.

For the diagnosis of diseases, a typical neural network with direct feedback is
proposed. Such a network allows signals to travel one-way only; from source to des-
tination; there is no feedback. The hidden neurons are able to learn the pattern in
data during the training phase and mapping the relationship between input and out-
put pairs. Each neuron in the hidden layer uses a transfer function to process data it
receives from input layer and then transfers the processed information to the output
neurons for further processing using a transfer function in each neuron.

Experimental Results. The network must be trained using a suitable database.
The database is a table (or matrix) of data concerning patients for whom the diagno-
sis (positive or negative) is already known. Each row of the matrix refers to one pa-
tient. The string consists of 10 elements that represent medical data. A separate ma-
trix - column vector represents the result (diagnosis). The term “medical data” indi-
cates age (years), duration of diabetes, glycated hemoglobin, Body mass index
(weight in kg/(height in m)"2, low-density lipoprotein concentration in the blood
(mmol / 1), high-density lipoprotein concentration in the blood, blood triglyceride
concentration (mmol /1), blood glucose, diastolic blood pressure (mm Hg). All these
indications are presented in table 1.

To classify retinopathy, a multilayer perceptron with two neurons in the output
layer is used: one indicates the presence of a disease, and the other indicates the ab-
sence.
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Table 1
Medical data for each patient
Minimum value
Variable name Type and
maximum value
Diagnosis result OUTPUT [0;1]
Age (years) INPUT#1 [21;95]
duration of diabetes INPUT#2 [0;50]
Man/ Woman INPUT#3 [1/0]
glycated hemoglobin INPUT#4 [5.0;10.0]
Body mass index (weight in kg/ INPUT#5 [20;67]
(height in m)"2
low-density lipoprotein concentration in | INPUT#6 [40;160]
the blood (mmol /1),
high-density lipoprotein concentration | INPUT#7 [40;70]
in the blood,
blood triglyceride concentration INPUT#8 [50;290]
(mmol /1),
blood glucose INPUT#9 [2.0;7.9]
Diastolic blood pressure (mm Hg) INPUT#10 [0.0;122]

700 patient records are taken for training and 110 records for testing.

For the training of MLP the algorithm of back - propagation training was first

used.

The creation of a neural network is performed in the Java programming lan-

guage.

Initially, we are defined six classes: Neuron, Layer (abstract) that describes the

layers, InputLayer class that describes the input layers (class inherits attributes and
methods from the Layer class), HiddenLayer class that defines the middleware (class
inherits attributes and methods from the Layer class), OutputLayer class describes
the output layer (class inherits attributes and methods from the Layer class), Neu-
ralNet (the values of the neural net topology are fixed in this class)[6].

Many algorithms for the functioning and training of neural networks have been
developed, and for each task it is necessary to configure the network in different
ways. Therefore, researches were conducted to determine the best network parame-
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ters, such as: activation functions of input and hidden neurons and determining the
number of neurons in the hidden layer. Hyperbolic tangential activation function
(Hypertan) and logistic sigmoidal activation function (Siglog) were used in experi-
ments.

Parameters MSE (1) and accuracy was used for evaluate the neural network. The
parameter accuracy is formed on the basis of the expected and real data provided by
the neural network. The test results are shown in  table 2:

Table 2
Results of experiments with activation functions
Experiment | Activation function MSE training rate Accuracy

#1 Hidden layer: hypertan 0.021919833988 0.800
Output layer: siglog

#2 Hidden layer: siglog 0.0182524727261 0.825
Output layer: siglog

#3 Hidden layer: siglog 0.0258190787972 0.725
Output layer: hypertan

#4 Hidden layer: hypertan 0.0291983398831 0.75
Output layer: hypertan

The best results were shown by the logical sigmoidal function (Siglog) in the
hidden and output layers of the network. Nine neurons were taken from the hidden
layer. The number of learning epochs was 500.

The backpropagation algorithm, like all gradient-based methods, usually pre-
sents slow convergence, especially when it falls in a zig-zag situation, when the
weights are changed to almost every two iterations the same value.

Therefore, a method for finding the coefficients was developed based on the
Gauss-Newton algorithm and the gradient descent algorithm.

This is the Levenberg-Marquardt algorithm. It works with a Jacobi matrix,
which is a matrix of all partial derivatives with respect to each weight and bias for
each data row.

In order to effectively implement the LM algorithm, it is very useful to work
with matrix algebra. To address that, we defined a class called Matrix, including all
the matrix operations, such as multiplication, inverse, and LU decomposition,
among others. The Levenberg-Marquardt algorithm uses many features of the back
propagation algorithm; that's why we inherit this class from back propagation.
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One more difference between the back propagation and the Levenberg-

Marquardt algorithm is that the weights here are updated once at an epoch, not on
every data point. This is necessary because the Jacobian matrix is built using the en-
tire dataset.

We performed many experiments to try to find the best neural network to de-
termine if there is a threat of diabetic rhinopathy or not. The results of the experi-
ments showed that the two algorithms show approximately the same values of the
mean square error MSE =0, 018, and the accuracy is 80%.

Graphically, the MSE evolution over time is very fast, as can be seen in the fol-

lowing figure 1:
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Figure 1 - The value MSE for hidden layer: siglog and output layer: siglog

The fall of the MSE is fast; nevertheless, the experiments showed a slight delay
in the decrease in the first’s epochs.

The graph shows a comparison between the real (yellow line) and the estimated
(black line) values (Figure 2). The neural network works good.
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Figure 2 - The expected class along with the classification estimated
by the neural network

Conclusions. This study aimed to evaluate artificial neural network in disease
diagnosis. The multilayer perceptron neural network is proposed to diagnose the
diabetic retinopathy. The neural network is implemented by means of the Java lan-
guage.

Artificial neural networks showed acceptable results in dealing with data repre-
sented in symptoms. Their use makes the diagnosis more reliable and therefore in-
creases patient satisfaction. However, despite their wide application in modern di-
agnosis, they must be considered only as a tool to facilitate the final decision of a
clinician, who is ultimately responsible for critical evaluation of the ANN results.
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UckyccmseHHble HelipoHHble cemu 8 MEOUYUHCKOU OUa2HOCMUKe

VckyccmseHHble HelipoHHble cemu Hax00am MHOXecmBo NpuMeHeHul 8 NPUJIoKeHUsAX O
mMeOuyuHcKold duazHocmuku. B cmamee uzyyaromea caydau peHonamuu npu ouabeme 2 muna.
JanHble - 3mo cumnmomsi 60ne3Hu. MHozocnoliHbie cemu nepyenmpoHos (MLP) ucnons3yromcs
8 Kayecmse Kaaccuguxkamopa, Ymobsl paznuyams 60/1bHO20 U 300p0B020 4esnoseKa. Pe3ysb-
mamel NpUMeHeHUs UCKYCCMBEeHHbIX HelpOHHbIX cemell 015 OUA2HOCMUKU peHonamuu Ha OCHO-
8e BbIOGPAHHBIX CUMNMOMOB NOKA3bIBAOM CNOCOGHOCMbL cCemu pacno3Hasams 3a60/esaHus, co-
omsemcmsytowue cuMmnmomam Yesaosekda. B npouyecce modenuposaHus npomecmuposaHsl pas-
JIUYHbIe napamempsl, CMpYKMypsbI U an20pummsbi 06y4eHus HelipoHHbIX cemel.

WmyyHi HelipoHHT Mepexxi 8 MeduyHili diazHocmuyi

OcmaHHIM Yacom wWmy4Hi HeUpOHHT Mepexi 3Hax00Amb 6e3/1iy 3acmocysaHb 8 MeOUYHill
diaeHocmuyi. Y cmammi po32aa0aomsca 8UNAOKU peHonamii npu yykpogomy oiabemi 2 muny.
Lle 00He 3 HalibiNbW BAXKUX YCKNAOHEHb UyKpoBO20 diabemy, sKe BpaXae CyoOuHU CIMKIBKU 0Y-
H020 A671yKa.

Y akocmi 8xiOHuUx daHux 6epymbcs MeOUYHT NOKA3HUKU, SKI XapaKkmepu3ynmes cumnmomu
x8opobu. bazamowaposi nepcenmpoHu (MLP) sukopucmosylomscs 8 AKOCmi Kaacugikamopis,
AKT BKA3YIOMb HA 302P03Y 3GXBOPIOBAHHSA.

CmsopeHHsA HelipOHHOT Mepexi BUKOHYBAIOCA HA MOBI npo2pamysaHHa Java. [na Has4aH-
HA MLP cnoyamky BUKOpUCMOBYBABCA G/120pUMM HABYAHHA 31 380POMHUM NOWUPEHHAM NOMUJ-
Ku, nomim - aneopumm JleseHbepea - Mapxksapoma. byau nposedeHi 00CNiOeHHsA w000 BU3HA-
YeHHA Kpawux napamempis Mepexi, makux Ak: yHKYii akmusayii 8XIOHUX 1 NPUXOBAHUX Hel-
POHIB Ma BU3HAYEHHS KIIbKOCMI HelpoHiB B NPUXOBAHOMY wapi. B exkcnepumeHmax BUKOpUC-
mosysanucs 2inepboniyHa maHzeHyianbHa yHKYis akmusayii (Hypertan) i noeicmuyHa cuemo-
idanbHa pyHkuia akmusayii (Siglog).

Pe3ynbmamu 3acmocyBaHHA WMy4YHUX HEUPOHHUX Mepex 018 01a2HOCMUKU peHonamii Ha
OCHOBT 06PAHUX CUMNMOMIB NOKA3YIOMb 30aMHICMb MEPexi po3nNi3HaBamMuU 30XB0PIOBAHHS.
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O0HaK, He38axXayu Ha WUPOKe 3aCMOCYBAHHA WMYYHUX HEUPOHHUX Mepex Yy Cy4acHil
diazHocmuy, ix cnid posenadamu auwie K THCMpYMeHm, AKul nose2wye 0CmamoyHe pilleHHs
KATHIYucma, AKul 8 KIHYesoMy pe3yibmami Hece 810N0B8I0AIbHICMb 30 KPUMUYHY OUTHKY pe-
3y/Ibmamis Mmepexi.
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