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SIMULATION OF IT INFRASTRUCTURE WITH CONSIDERATION OF CRITICAL
ASPECTS FOR QUALITY OF SERVICE MANAGEMENT

Annotation. Testing hypotheses about service quality management in IT infrastructure requires
large and complex data centers with sufficient resources to explore various possible scenarios of
infrastructure operation during the provisioning of IT services. For testing purposes, dozens of
solutions already exist, but all of them don’t consider critical aspect of IT infrastructure. In order
to solve this issue general mathematical model for quality of service management in critical in-
frastructures was introduced. Based on the proposed model simplest set of tools was developed
for creating heavy simulations which can cover criticality during functioning.
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Introduction. Information technologies have evolved significantly today
which made it possible to create ubiquitous and widespread services available liter-
ally at the fingertips. Such breakthrough could be possible due to emergence of big
clusters of computing units, interconnected with each other into grids, clouds as
part of big data centers. Those units can consist not only stationary processing ma-
chines but also storage units, network units, and other hardware and software ab-
stractions which are located under the hood, or even can be named as a back-end,
where front-end is an IT service itself, available for ordinary user or business unit.

Actually, initial concept of IT service has emerged with introduction of the
novel way for developing new software via paradigm of service-oriented computing
(SOC) which provides an approach for the development of rapid, low-cost, interop-
erable, evolvable, and massively distributed applications [1].

With that in mind the field of IT services also introduces a bunch of problems
related to quality management. Quite commonly these problems as a phenomenon
was addressed in [2]. Furthermore, this work should be considered as a foundation of
this research and continuation. It contains basic management model of IT services
quality within IT infrastructure. Briefly, it introduces the decomposition-
compensation approach to quality management and correspondingly performs a de-
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composition of tasks for service level management and compensate a negative im-
pact of different factors by allocation of additional resources to critical
applications [2].

In order to perform a research in such broad area it is important to have access
to a pool of resources which can provide means for developing some testbed envi-
ronment for experiments. However, this can be expensive and not effective because
of old resources used at the institutions. Moreover, cloud providers propose to use
their resources but only with limited capacity which can not afford to conduct any
desirable test suit but only small ones. Another way to handle experiment is to cre-
ate a simulation environment which is not something new but can save a lot of ef-
forts during experiment implementation.

A comprehensive overview regarding available simulators and possible issues
which those are solving as for today is given in [3]. This research gives a broader view
on the field of cloud simulators which are actually a subclass of IT infrastructures
and concludes that most tools focus on energy modelling and performance, but lacks
on security aspects, which is crucial for critical IT infrastructure. Also, [3] has com-
parison results for 33 simulation toolkits each of which covers some peculiarity of
system functioning, therefore for complex problems a couple of them should be used
together which introduces additional time for learning curve.

This research proposes to consider novel framework, which can cover critical IT
infrastructure simulation issues and provide space for improvement of covered fea-
tures of critical aspects.

Problem Statement. As for today, a lot of empirical experiments are being
conducted in the area of data center modelling, network modelling and cloud simu-
lations. However, the term IT infrastructure is quite rare in this field due to more
widespread and specific technical terms mentioned previously. Also, big part of
studies uses some hypothesis testing without providing any general implementation
which could be used for further improvements and therefore could reduce the num-
ber of projects and researches started from scratch. The main goals for this research
are to introduce the term IT infrastructure as a generalization of already known
models which are basically a subclasses of IT infrastructure models, investigate
known solutions and define a novel way to simulate IT infrastructure. Most of prob-
lems related to simulating a data center functioning are related to optimization of
resources consolidation, reducing energy footprint of a data center and comply with
service level agreements during simulation. However, those studies concern only

some specific aspects of the IT infrastructure performance. Another objective of this
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research is to take into account real data during the simulation and add the possibil-
ity to simulate different scenarios for quality of service maintenance and manage-
ment alongside critical plane of IT infrastructure. Basic model of IT infrastructure is
going to be tested as well in order to show feasibility of application of provided
simulation framework.

Overview of Critical Infrastructure Simulation Definitions. The majority of
complex actual system requires quite expensive analytical models to be created and
therefore such models then widely investigated via simulation. Worth mentioning
that complexity of many real-world systems involves unaffordable analytical models,
and consequently, such systems are commonly studied by means of simulation.
However, a simulation term should be clarified before continuing.

In [4, 5] simulation is described as “an experiment to determine characteristics
of a system empirically. It is a modeling method that mimics or emulates the behav-
ior of a system over time”. So, for creating a simulation environment it is necessary
to design a model of real or hypothetical system, running this model on a computer
and consequently analyzing the output with the help of statistical methods. In such
circumstances the state of the modelled system is being modified by a simulation
program and therefore reproduces the way how actual system is evolving over time.

According to [6] Shannon has formulated a term of simulation as “the process
of designing a model of a real system and conducting experiments with this model
for the purpose either of understanding the behavior of the system or of evaluating
various strategies (within the limits imposed by a criterion or a set of criteria) for the
operation of the system”.

Despite the fact that modern IT infrastructures and interconnection inside of
them have derived from telecommunication industry it still relevant to use similar
approaches for analysis for the first ones. According to [4] three phases of telecom
networks design can be distinguished: math analysis with simple models is per-
formed and as a result some numeric data is obtained, simulation phase which in
contrast to simple models in math phase results in data closer to the true worlds
rather than data returned on analysis and real setup, which gives empirical data.

For assessing the availability, the primal approaches stand on measurement
and modelling methods [7]. Approaches which depend on models are rapid and rea-
sonable in contrast to the methods based on measurements. Among the methods for
system simulation there are analytical models, discrete-event simulation or combi-
nation of two approaches.
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For clarity M. Rybnicek et al. [8] has made an overview on approaches for mod-
elling a critical infrastructure, among which are: agent-based, unified modelling lan-
guage (UML), graphical modelling, etc. The most performable among those is agent-
based modelling and simulation approach.

In order to model critical IT infrastructure is to follow similar approach for
critical infrastructure, which stand on using agents in model. Shortly, agent is object
or subject which can perceive it’s surrounding and act upon the circumstances hap-
pened in the environment. Worth mentioning that each agent must have sensors and
effectors in order to be able to do something depending on the conditions. In [8] au-
thors have used defined attributes for each agent which has made it identifiable,
situated, goal-directed, self-directed and autonomous.

The primary goal during critical infrastructure simulation is to investigate dy-
namic effects introduced from attacks or disruptions. The use of techniques to per-
form a simulation allows to understand deeply the domino and cascading effects.
Because of interconnection of unique services in critical infrastructure and unavail-
ability or malfunctioning of any can lead to significant consequences. Moreover,
simulation assists in providing new knowledge about complex systems which allows
to advance redundancies planning and development of incident response strategies,
which is stated in [8].

Authors of [9] have introduced and approach for enhancing the protection of
critical infrastructures which involves a bunch of steps to facilitate the simulation of
such infrastructure. They have covered such steps like model development of ser-
vices, context description, dependency and interdependency identification, prob-
abilistic and deterministic models and final Monte Carlo simulation stage for ex-
ploratory analysis. Some of these steps are also important during simulation of criti-
cal IT infrastructure, because despite the fact that boundaries of IT infrastructure are
bit different but threats are similar.

As a continuation of [9] researches in [10] have introduced the description for
the consequences of cyber-attacks on critical infrastructure. In case of attack on
power system of infrastructure the impact can be in range from 0 to growing losses
of not providing energy to some customers, which can influence on country in gen-
eral. To address critical aspect authors in [9-11] are referring to interdependencies
issues. Among the reasons for dependencies between services there are: functional
dependencies like inputs for one service has come from the outputs of other service;
analogous components which contain common source of failures; and common envi-
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ronment used for different services, which in case of failure will result in failure of
all connected services.

Another approach for calculating interdependencies is proposed in [12] which
is based on quality of service (QoS) indices, performance indicators and dependence
indices. A performance indicator implies a measured value of system requirement
which represents some characteristic of a system. Objective function which involves
all performance indicators should be also defined because sometime increase in one
indicator can lead to decline in other.

On other hand, quality of service is nothing more than objective function for
the service of interest from the mathematical point of view and which is also implies
function based on a user perspective of a service.

The last one, which [12] contains regarding interdependencies metrics is a de-
pendence index, which is “a numerical measurement of the degree to which an activ-
ity (or service) depends on another activity (service), system or physical or human
component.”

IT infrastructure management tasks. According to [13] there are three gen-
eralized areas of management, two of which cover technical side of all management
functions in IT infrastructure: operative or automatic quality level maintenance for
IT services and reasonable utilization of resources.

Those tasks should be considered in tight connection. For critical IT infrastruc-
tures reasonability in resource utilization are not relevant, because reliability indica-
tors are becoming more prevailing. Moreover, allocation of significant amount of re-
sources for reservation aims is not only justified but necessary.

General management task can be defined as follows. Let the state in IT infra-
structure be described with a variable S from the set of possible state S. The state of
IT infrastructure at some moment in time can depend on control impacts like in (1):

UeUsS =fW) (1)

Supposing that there a functional F(U, S) which is defined on product set of U
and S, that defines efficiency of IT infrastructure functioning. By knowing that, effi-
ciency management indicator can be determined by (2):

KW)=F(U,fW)) (2)

Then the objective of IT infrastructure management is reduced to finding such
acceptable control impact that maximizes value of management efficiency indicator.

But it is true only when reaction of IT infrastructure (1) to control impacts is known:

KWW - ':’?Faf 3)
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The most important task of IT infrastructure is delivery of qualified services to
the end users. With this in mind the efficiency of management in this case can be
estimated by the quality Q of provided services. With operative management the
primary objective is being achieved by maintenance of service quality on specified
level with taking into account availability and reliability indicators. Then maximal
efficiency of control can be achieved by choosing such control impact that allows to
approach agreed level of quality Q.e-and maximal availability.

Availability (QU) > Q,g4,) >max:: )

In turn, quality of all services Q is determined by the quality of all services:
Qj=1LN; Q=[(Qy . Q) (5)
Therefore, control impacts must support given level of quality for each service
with ensuring maximum level of availability:

Availability (Q,@) Q") »max, j=TN ©)

From the user’s perspective management efficiency criteria for maintenance of
the quality of j-th service can be selection of such control impact which brings
minimal time for handling i-th request to the application A;:

min (TFE,J' = (tﬂu - tﬂu‘)) (7
Where ¢ Aijis time when a request has been acquired by the system and Iy,

when the system has handled it and send back to user. As a result, in order to pro-
vide reasonable models for IT infrastructure with considering critical indicators it
was necessary to define all the values for each part of management process from (1)
to (7), which allows to proceed with implementation of simulation models.

IT Infrastructure Simulation Framework Implementation. For developing a
simulation framework R language was used. Extension package written for R, called
simmer was used. According to [14], this package introduces discrete-event simula-
tions to R. It is developed as universal process-oriented framework, which utilizes
core written with C++. Moreover, it allows to monitor all processing during simula-
tion in automatic manner. It adopts the concept of trajectory which is “a common
path in the simulation model for entities of the same type” [14].

For further research it is suggested to use models from [15] to simulate network
traffic. Authors have introduced a mathematical procedure to define equations of
bimodal traffic distributions. According to them, Uniform distribution is usually con-
sidered if there is no a priori information about the packet’s attributes. On other
hand, when some additional info exists then the Normal and Beta distributions are
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considered. As a result, application of new information obtained from this research
can cover denial-of-service attacks issues, improve the performance metrics of
routers, as well as provide means to application level traffic classification.

A few common entities were developed for simulation framework: IT infra-
structure, scheduler, server and request. As for now, request was marked as http but
it is very abstract so far, therefore can be considered as any request. Future work in
this direction will elaborate peculiarities of http request and extend types of requests
supported by IT infrastructure.

In order to produce some simulated events inside the simulation, it is necessary
to get some empirical data about say waiting and run times of jobs or requests from
real data sets. For this purpose, the AuverGrid [16] dataset from Grid Workload Ar-
chives [17] was used. Also, authors in [17] have described the generic structure of all
datasets and common properties collected in different systems. The dataset contains
info about wait time and run time of each request, a lot of meta information, like
user id or group id, queue id, etc. The most interesting for dynamic behavior is the
wait and run times. The last one which is also very important is interarrival time,
which can be calculated additionally by grouping all requests into hourly intervals,
get a sum of all requests in each hour which will refer to as arrival rate according to
(8). It shows that arrival rate for the whole dataset is going to be a vector of values.

Arrival Rate = ZR1 ZRN
; : ®)

And then to get interarrival time it is necessary to divide 1 by arrival rate and
multiple with 3600 which is seconds equivalent of an hour in order to get time be-

tween arrivals in seconds, as shown on (9).
3600
Arrival Rate 9)

Interarrival Time =

Now, once having all the required parameters to obtain from real data, it is

suggested to use empirical cumulative distribution function, which is a relation of

cumulative sum of all values from the vector and division by sum of all values which

will give a relative scale of cumulative changes of some statistical property. With this

in mind it is easy to get wait time probability density and empirical cumulative dis-
tribution, which is shown on Fig. 1.

After obtaining data of probability density and cumulative distribution of wait

time the next step will be to create a generator function, which can produce values

with the same probability as original wait time has. That can be done by calculating

probability density, which is a standard function in R and then by means of linear
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approximation and cumulative distribution a new random generator can be created.
That possible by using reversed cumulative distribution function, which allows to
map values in range from zero to one (0; 1) to actual values of some property, in this
case wait time. It is obvious that in order to get all values of wait time vector with
the same probability the Uniform distribution can be used on the range of (0; 1). But
before moving to the application of created generator of random values some valida-
tion should be performed to make sure that produced values from created generator
fits into original distributions.
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Figure 1 — Density and empirical cumulative distribution for wait time among
all requests in the system

Let compare values from both sources, original dataset and random generator
based on density functions of original data (Fig. 2). It is important to use almost the
same number of values as original dataset contains, as far as convergence of the pro-
duced density should follow a law of big numbers.

From the picture can be seen small gap between real data and random data.
Due to approximations of course it is possible to lose some values from the sample,
but in total cumulative results are showing better picture, which can reflect ade-
quacy of this model of behavior. Next step is to develop appropriate objects for
simulation. Simmer contains some basic tools which then can be extended for solv-
ing any specific problems. For simulating an IT infrastructure provided entities were
extended as follows: initial resource in simulation was wrapped into few entities,
like Scheduler, Server, ResultNode and IT infrastructure itself. Those are also de-
scribed as: IT infrastructure object, which is actually a simmer environment with ad-
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ditional class; Scheduler, Server, ResultNode, which are resources with some capac-
ity and queue; and HttpRequest — extended trajectory which is following from
Scheduler, through Server and to the ResultNode.
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Figure 2 - Fitness of randomly generated values and original data

The final step in after all those investigations is the simple simulation. The re-
search implies usage of three main characteristics obtained from the AuverGrid
dataset, which are wait time, run time and interarrival time to run some scenario.
After setting up the environment next results were obtained: usage of servers in IT
infrastructure (Fig. 3) and utilization of schedulers and servers (Fig. 4).
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Figure 3 — The usage of servers in simulated environment

From the obtained results with the simulation parameters, related to the data-
set very distinct behavior of the system can be observed which allows to make a con-
clusion that the system is overwhelmed with scheduling resource but not the proc-

essing resource.
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Figure 4 — The utilization of all entities in simulated environment

Original report on AuverGrid also shows that the system’s overall utilization
during a year period differs between average and maximum values, which are corre-
spondent to 58 and 100 per cents. By knowing this we can make an assumption that
the model is adequate for simulating similar to AuverGrid environment and perform
some testing of management methods.

Conclusion. As a result of this research some models were discovered and con-
nected with each other as an ontological description of some processes in IT infra-
structure. Also, overview of common tools for simulating IT infrastructure has been
performed.

The main difference from already existing simulation solutions is in putting
new restriction on IT infrastructure as a research object which is a criticality aspect.
It allows to construct basic scenarios of IT infrastructure functioning with making
some blocking and attacking possible in order to replicate similar circumstances to
real world.

Further research will focus on details of network functioning, cyber attacks pe-
culiarities, resource management issues and user’s perception issues during calcu-

lating quality of service values and checking SLA compliances.
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Cumynayia IT-iHppacmpykmypu i3 po32nadom acnekmis Kpumu4yHocmi
018 ynpasaiHHA AKICM0 nocaye

llepesipka 2inome3 w000 ynpasaiHHA akicmio nocaye 8 IT-iHppacmpykmypu sumazace Ha-
ABHICMb BeJIUKUX T CKAAOHUX UeHmpis 06pobKU 0aHUx 3 0CMAMHbOI KiJIbKICMI pecypcis 015
00C/TIOKeHHA pPI3HUX MOXAUBUX CuyeHapiis pobomu iHgpacmpykmypu nid 4ac HaoaHHa IT-
nocaye. [Jns cnpoujeHHa Ha Cb0200HT BKe 1CHYE KiJIbKa 0ecamkig pilueHb 01 CUMYAAUIT ueHmpis
06po6KU OaHux, npome BiNbWIA YACMUHA 3 HUX 30Ceped)XeHa Ha NPodyKMuUBHOCMI abo Ha eHep-
2emuyHill cknadosil, npome He ICHYE pilieHb, AKI MOXYmb 00380/UMU HAKAACMU 000amMKOBI
obmexxeHHs ma docnioumu cy6’ekmuBHUL NOKA3HUK AKOCMI nocye.

Memoto 0ocnioxeHHs 6y0 BUABIEHHA MameMamuy4Hux mooesell 013 HAKAAOAHHS obMe-
JKeHb Ha Mooeni cumynsayii y su2is0i KpumuyHocmi 1 3anponoHysamu Hosull 3aci6 014 npose-
OeHHs cumynayit IT-iHppacmpykmypu.

Y axkocmi memoouku 0ocCnioxeHHs BUCMYNAGNO BU3HAYEHHSA ICHYHYUX cnocobis moldesto-
BAHHSA yeHmpis 06pobKu OaHux ma cuHmes MoOUIKOBAHO20 CcNocoby 3acobamu MoOesBAHHS
ma cumynayii Mosoto npozpamyB8aHHs R.

Po3pobnenuii iHcmpymeHm  cumynsayii - IT-iHppacmpykmypu 00380/4€ 8iOmBopumu
cyeHapii, nodibHI 0o peanbHO20 XUMMS, OCKI/IbKU 6a3yIOMbCS HA BUKOPUCMAHHT 3HAYEHb, 32e-
HepoBaHUX BUNAOKOBUM YUHOM 3210HO 3 WI/IbHICMIO BUNAOKOB0O20 PO3N00iNY 3HAYeHb 3 OAHUX
MOHIMopuHey peansHoi cucmemu. CnpoweHul cyeHapil cumynayili Nnokasas, Wo Npomsa2om
cumynayii mpusanicmo 24 ymMoBHUX 200UH BUKOPUCMAHHA pecypci8 NAGHYBANbHUKA 3AUHAI0
matixce 80 BIOCOMKIB Yacy, npu YyboMy 064YUCTIOBANLHUL pecypc NpoCMoBas, Wo MoXe po32/is-
oamucs AK 810n08I0OHICMb 00 381MYy BUKOPUCMAHHSA CNPABXKHIX OAHUX.

Y BucHOBKY, 0/ MO00enBAHHA NOBEOTHKU peanbHOi cucmemu OKPIM BUKOPUCMAHHA
AHANImMuyHuUXx moodesell MOXHA BUKOpUCMOBYBamu eMnipu4Hi moodeni. [lpu ybomy, 3 HeseUKUM
NOXUGKamu MOXJ/IUBO ompuMamu 4imkuli IMOBIpHICHIl po3n00iN 3Ha4YeHb Mo20 Yu THWO020 napa-
mempy peanbHOi cucmemu. BukopucmaHHs po3wupeHHs Simmer 8 MoB8i npo2pamys8aHHA R
00380/14€ PO3WuUpuUMU 10et0 BUKOPUCMAHHA eMNIpUuYHUX OaHUX 015 MOOe/II0BAHHS NOBEOTHKU.

Simulation of IT infrastructure with consideration of critical aspects
for quality of service management

Testing hypotheses about service quality management in IT infrastructure requires large
and complex data centers with sufficient resources to explore various possible scenarios of infra-
structure operation during the provisioning of IT services. To simplify, there are already dozens
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of solutions for simulating data centers, but most of them focus on performance or the energy
component, but there are no solutions that can impose additional constraints and explore the
subjective quality of services.

The objective of the research if to identify models for constraints on simulation models in
the form of criticality and propose a new tool for conducting IT infrastructure simulations.

The primary method of the research is to determine of existing methods of modeling data
centers and synthesis of a modified method by means of modeling and simulation with R pro-
gramming language.

The developed IT infrastructure simulation tool allows to reproduce real-life scenarios, as
they are based on the use of values generated randomly according to the density of random dis-
tribution of values from the monitoring data of the real system. The simplified simulation sce-
nario has shown that during the simulation of 24-hour period, the scheduler's resource usage
took up almost 80 percent of the time, with the computing resource idle, which can be considered
consistent with the report on real data.

As a conclusion in addition to the use of analytical models, empirical models can be used
to model the behavior of a real system. In this case, with small errors it is possible to obtain a
clear probability distribution of the values of a parameter of the real system. The use of the
simmer extension in the R programming language allows us to extend the idea of using empirical
data to model behavior.
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