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Abstract. The results of the study of signal recognition using neural networks
are presented. Scanning of composite materials is performed in the presence
of additive noise. A multilayer perceptron with back-propagation error is im-
plemented on Java in the environment NetBeans. Experiments were performed
to analyze MSE values and accuracy. The confusion matrix, sensitivity and
specificity were obtained and analyzed.
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Introduction. A problem of classification is one of most often nascent and
decided tasks both in scientific researches, and in practice.

At conducting non-destructive control of composite materials it follows to
take difficult relief of surface into account them. The manufacturing techniques of
fibrous composites, usually, do not provide for mechanical processing. The surface
scanning process is complicated by various types of noise.

When analyzing signals, we obtain information on the presence and size of
defects. For the decision of such tasks neural networks are used, what actively de-
velop lately, own universal and adaptive properties and provide high efficiency of
recognition[1, 2].

When creating programs in most programming languages, it is necessary to
determine the operating system and the type of processor on which they will work.
When creating Java applications, you don’t need to think about it. The Java compiler
creates an intermediate byte code for the Java Virtual Machine (JVM). The core of the
Java virtual machine is practically for all types of computers and operating systems,
so the byte-code files are considered independent of the platform [3].

Problem definition. The purpose of this work is to create a neural network
using Java language for solving the problem of classification of electromagnetic sig-
nals.
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Main part. Neural networks can be very well applied to classification prob-
lems, where one wants to automatically assign some record to a certain category.
This classification tasks falls into the supervised learning category.

A classification algorithm seeks to find the boundaries between classes in
the data hyperspace. Once the classification boundaries are defined, a new data
point, with an unknown class, receives a class label according to the boundaries de-
fined by the classification algorithm[1].

Classification problems usually deal with a case of multiple classes, where
each class is assigned a label. However, a binary classification schema is applied in
neural networks. This is because a neural network with a logistic function at the out-
put layer can produce only values between 0 and 1, meaning that it assigns (1) or not
(0) to some classes.

There is no perfect classifier algorithm; all of them are subjected to errors
and biases. However, it is expected that a classification algorithm can correctly clas-
sify 70% to 90% of the records [1].

At conducted to the analysis of entrance and initial data of value of weight
and change of neural network automatically put right so that to minimize a differ-
ence between a desirable signal and got on an exit as a result of design. This differ-
ence is named the error of training and for certain neuron network configuration it is
determined by a key-in through the network of all supervisions that is present, and
comparison of initial values of , desirable, by a having a special purpose value.

The confusion matrix (criterion of quality of training) is formed. A confusion
matrix shows how many of a given class's records were correctly classified and there-
fore how many were wrongly classified.

When the classification is binary, the confusion matrix is found to be a sim-
ple 2x2 matrix, and therefore, its positions are specially named:

Actual Class Inferred Class
Positive(1) Negative(0)
Positive(1) True Positive False Negative
Negative(0) False Negative True Positive

For classification of signals the concept of a binary confusion matrix is ap-
plied in the sense that a false defect may be either a false positive or a false negative.
The rate of false results can be measured by using sensitivity and specificity indexes

Sensitivity denotes the true positive rate; it measures how many of the re-
cords are correctly classified positively.
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Number of True Positive
Sensitivity=Total of Actual Positive Records (1)

Specificity in turn represents the true negative rate; it indicates the propor-

tion of negative record identification.
Specificity Number of True Negatives
pecificity = Total of Actual Negative Records (2)

High values of both sensitivity and specificity are desired; however, depend-
ing on the application field, sensitivity may carry more meaning

A neural network consists of layers, neurons, weights, activation functions,
and biases, and there are basically three types of layers: input, hidden, and output.
Each layer may have one or more neurons. Each neuron is connected either to a neu-
ral input/output or to another neuron, and these connections are known as weights.

It is important to highlight that a neural network may have many hidden
layers or none, as the number of neurons in each layer may vary. However, the input
and output layers have the same number of neurons as the number of neural inputs/
outputs, respectively.

When scanning composite materials using an eddy current transformer,
there is a smooth change in the waveform from unimodal with a maximum ampli-
tude (defects exceed the control zone) to bimodal with the highest peaks (point de-
fects). Such changes are modeled using the expression[4]:

V(x) =exp(-1,5x"2) -k - exp(-3x72)) (3)

The article uses multilayer perceptron (MLP). For the training of MLP the al-
gorithm of reverse distribution of error (back - propagation training) is used [3].
Every neuron of MLP, that training on the basis of reverse distribution has a nonlin-
ear smooth function of activating, as that often use the nonlinear sigmoid function
of activating of type of logistic or hyperbolical tangent.

Initially we define six classes: Neuron, Layer (class is abstract and cannot be
instantiated ), InputLayer (class inherits attributes and methods from the Layer
class), HiddenLayer (class inherits attributes and methods from the Layer class), Out-
putLayer (class inherits attributes and methods from the Layer class), NeuralNet (the
values of the neural net topology are fixed in this class).

Class NeuralNet create an MLP with one hidden layer and a sigmoidal func-
tion or a hyperbolic tangent at the exit. Each output neuron denotes a class.

Additionally, we add a special Classification class to handle such concepts as
the discrepancy matrix, sensitivity, and specificity.

The implementation of the neural network for classification will consist of
the following steps:
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1. Data loading (training and testing data)

2. Data normalization

3. Creation of a neural network

4. Training the neural network

For the decision of the put task multilayer perceptron was used from 21 neu-
rons in input layer (after the amount of components of entrance vector) and 2 neu-
rons in an output layer. The number of neurons in the hidden layer took the values:
4,8,9, 11.

NeuralNet n1 = new NeuralNet();

nl =nl.initNet(21, 1, 11, 2);

Next, we perform the training. Then, we create a new network to receive the
trained network:

After the training has been finished, we instantiate a classification object to
carry out some analyses on the results: Finally, we apply some processing for exhib-
iting the charts and the confusion matrix:

The dataset division was performed as follows: for training: 10 records and
for test: 8 records

We performed many experiments to try to find the best neural net to clas-
sify. We conducted 14 different experiments to analyze the MSE and accuracy values.
After that, the confusion matrix, sensitivity, and specificity were generated with the
test dataset and analyzed. At last, an analysis of generalization was conducted. The
neural networks involved in the experiments are shown in the table 1:

Table 1
Results of experiments with activation functions
Experiment Number of neuron in Activation function
hidden layer

1 Hidden layer: hypertan
Output layer: siglog

2 4 Hidden layer: siglog
Output layer: siglog

3 Hidden layer: hypertan
Output layer: siglog

4 Hidden layer: siglog
Output layer: siglog

5 8 Hidden layer: siglog
Output layer: hypertan

6 Hidden layer: hypertan
Output layer: hypertan
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7 Hidden layer: hypertan
Output layer: siglog
8 Hidden layer: siglog
Output layer: siglog
9 9 Hidden layer: siglog
Output layer: hypertan
10 Hidden layer: hypertan
Output layer: hypertan
11 Hidden layer: hypertan
Output layer: siglog
12 Hidden layer: siglog
11 Output layer: siglog
13 Hidden layer: siglog
Output layer: hypertan
14 Hidden layer: hypertan
Output layer: hypertan

After each experiment, we collected the MSE values (shown in the tabl. 2);
experiment 11 and experiment 12 resulted in the highest accuracy values. Both MSE
training rates are acceptable.

Table 2
Experiment MSE training rate Accuracy

1 0.0899686860326715 0.625
2 0.2400169524749906 0.5

3 0.05691983398831299 0.625
4 0.08252472726178053 0.625
5 0.09819078797242933 0.725
6 0.0691983398831299 0.625
7 0.08252472726178053 0.625
8 0.07819078797242933 0.625
9 0.06819078797242933 0.625
10 0.0691983398831299 0.625
11 5.90576728651045E-4 0.625
12 3.851055408799272E-4 0.875
13 0.004400628250927104 0.625
14 0.008933135394483038 1.0

Graphically, the MSE evolution over time is very fast, as can be seen in the
following chart of the experiment 11:
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Figure 1 - The values MSE for hidden layer: hypertan and output layer: siglog

The fall of the MSE is fast; nevertheless, the experiments showed a slight de-

lay in the decrease in the first’s epochs.

#### CONFUSION MATRIX ####
4.0 | 1.0 |

0.0 | 3.0 |
SENSITIVITY = 1.0
SPECIFICITY = 0.75

ACCURACY =0.875

Now, let's analyze generalization. This feature is better observed with bar
charts showing for each case the expected class along with the classification esti-
mated by the neural network. Red bars denote the actual positive diagnostic, while
blue bars represent the neural output values. It is worth to note that when the out-
put is zero, recognition of the point defects, and when the output is one, the defined
cracks. This feature is better observed with bar charts as shown in the figure 2:
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Figure 2 - The expected class along with the classification estimated
by the neural network

Testing was performed as follows: Noise with an average value of 0 and a
standard deviation from 0 to 0.2 in increments of 0.05 was added to the input vec-
tors. For each noise level we calculated and constructed histograms the expected
class along with the classification estimated by the neural network.

Conclusions. Classification tasks belong to one of the most frequently used
types of supervised tasks in the fields of machine learning/data mining, and neural
networks proved to be very appropriate for application to such problems. In article
was presented with the concepts used for evaluating the classification tasks, such as
sensitivity, specificity, and the confusion matrix.

In the hidden layer is better to take the number of neurons equal to half of
the number of input values. The activation functions hypertan or siglog in the hidden
layer and sislog in the output layer show the best results.

Training network on different sets of signals with noise allowed to teach her
to work with distorted information, which is typical when conducted non-destructive
testing in real conditions.
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