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SIMULTANEOUS IDENTIFICATION OF THE ALL PARAMETERS
FOR THE LORENZ CHAOTIC SYSTEM

Abstract. Drawbacks of the adaptive-searching methods, related with the problem of multi-
parameter dynamic system identification are explored and highlighted. New approach, based on
“moving regression” method is proposed. New approach is a hybrid method; it combines features
of the “moving average” method, linear regression method and differential system
representation. This combination allows to simultaneously determining complex dynamic system
parameters, in spite of its chaotic behavior and measurement errors. New method possibilities
are explored via identification process numerical simulation for the Lorenz chaotic system.
Keywords: chaotic systems, parametric identification, non-linear dynamic system identification.

Introductio. Correct, reliable and effective functioning is a critical
requirement for the modern control systems. Achievement of such goal is
impossible without existence of the adequate models, simulation methods
and equipment. Models under consideration (and, obliviously, related
systems) is often demonstrates complex, even chaotic behavior [2,5].
Moreover, essential number of the parameters converts the identification task
to a real challenge.

Non-empty set of the identification methods, suitable for complex and
chaotic systems identification, exist and used with some order of success.
Adaptive-searching methods, especially methods with ensemble of the
searching agents appear to be most effective and proven [1,4,6]. Nevertheless,
direct utilization of such methods is not so straightforward. First of all, a
synthesis of the suitable criterion is not a simple and obvious task. For many
chaotic systems such criteria was created [5], both using physical and
empirical approaches. But, in general, the is no algorithm to criteria
generation.
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One more essential drawback of these methods exists. Existence of the
single scalar criteria does not allow us to conduct identification, if the number
of the parameters is more the one. Moreover, if the number of the criteria is
equal to the number of the parameters, the final identification algorithm is
still undetermined in most cases.

Thereby, creation of the methods and algorithms, suitable for the
identification task solving in the case of the several parameters is an actual
problem.

Task definition. As the probe task, let’s consider classical Lorenz
dynamic system [2]:

x(1) = o(y(1) — x(2)),
y(t) = x(t)(r —z(1)) - ¥(1),, (1)
z(t) = x(t) y(t) — bz(¢).
where: x(t), y(t), z(t) system state and outputs, r, b, c parameters. System
outputs measured with some errors: w, (¢), w,(¢), w.(¢).

An adaptive-search method with ensemble of the agents allows as to
reach identification goal for every single parameter [3,6]. For example, in the
figure 1 identification process for the parameter “r” is represented in the case
of non-steady parameter value and in the presence of measurement noise.
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Figure 1 Identification process for the Lorenz system “r” parameter using

the adaptive-search methods with ensemble of the agents
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In spite of successive identification of every parameter, there is no
direct expand to the case of non-single parameter. As for justification, we
consider dependencies of the some used criteria for only one pair of
parameters (figure 2).

Figure 2 Criteria dependencies for the system (1)

The analysis of these dependencies shows us, that, if all parameters,
except one, is steady, the identification becomes not a complex task, and the
existence of the single criterion is sufficient. The task is equivalent to finding
intersection of the criterion curve with measured criterion value. Good
criterion will provide us the only intersection point in the working area. On
the other hand, if we have two or more parameters to identification, a set of
criteria is required, but not sufficient for identification. In this case each
criterion provides a curve in the surface, and parameter values must me in the
intersection of these curves (two-dimetional case). Obviously, this task is
much more complex, and vulnerable even to small measurement errors. The
more dimensions we have, the more complex and sensitive to measurement
errors task we encounter. If we neglect the non-steady nature of the all
parameters, then wrong identification results we receive.

As an example, let’s consider the same identification process, as was
used in figure 1, but at the time mark t = 50 s second parameter (“b”) will be
changed. A simulation result (figure 3) emphasizes this quite obvious fact:
changes in the values of the second (and so on) parameters lead to wrong
result without any indication of the error.
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Figure 3 Identification process for the Lorenz system “r” parameter using
the adaptive-search methods with ensemble of the agents, in the case of
non-steady “b” parameter

So, multiple parameter identification task require new approach
development.

Analysis of the problem. Criterion synthesis based both on physical
or empirical approaches, is somewhat artificial process, if we have well
defined model, which is defined in the terms of differentiation, integral or
other mathematical form. In this representation, model parameters itself acts
as a criteria, and describes the system behavior. Often these parameters is not
separated, but there exists a large set of methods to make separation both
analytically and numerically. Consequently, if we can derive required
parameters from the system output, the identification task goal will be
reached.

In the abstract case, without measurement errors, the task may be
treated as quite simple. For the system under consideration (1), the parameter
values can be expressed as:
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In practice, the equations (2) (4) are absolutely unusable. First of all,

4)

we have derivatives x(¢), y(z), z(¢z). In the real word, we measure signals x(t),
y(t), z(t) with some error. Moreover, realistic measurement, conducted, by
example via ADC, demonstrates step alike behavior, which, in turn, leads to
huge spikes in derivatives. We can suppress such phenomena by applying
different filters, but in this case the type and parameters of the filter have
more influence to value received, than signal itself.

In our examples there is one more essential hazard. A value of the
signals (or difference) exists in expression denominators. If these values are
approaches to zero, influence of the measurement errors increased up to
infinity. So, we have to develop more robust method to determine parameters.

To provide a background for such method, let’s rewrite second sub-
equation of the (1) as:

Y@+ y(@)—x(@)z(t) = x(t)r +0 (5)

This is a form of the linear dependence:

f=Av+B
where A=r, f=p@t)+ y(t)—x()z(t), x(t)=v, B=0.

If r=const, we can use linear regression to determine A and B. The
value of A gives us a parameter “r” itself, and the value of “B” provides some
type of indication. If we have correct measurement and model, this value must
be relatively small.

But if r(t)#const this method requires some improvement. One of the
famous statistical approach to make strong filtration is “moving average”. We

can make a “hybrid” method: use “moving average” with the window size ¢

to accumulate sums for regression. Such method we define as “moving
regression”, and will be denote as R (v, f). Thus, to determine the r, b, o

values we will use:

o =R, (x(t) = y(2),%(1)) (6)
r =R, (x(), y(t) + y(t) = x()z(2)) (7
b=R,(z(1),z = x()y(1)) )
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The ¢, values can be determined by the same way, as ¢, values for

identification criteria.

Simulation results. To verify the correctness and estimate the
properties of the new approach, a simulation, similar to represented if fig. 1
was conducted in the “qontrol” simulation environment. The essential
difference was added to simulation: all parameters was non-steady, and
demonstrates step-alike dynamics. The simulation results, received with the
aid of (6)—(8) are shown on the fig. 4.
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Figure 4 Identification process for the Lorenz system (1)
by the use of new method

The results demonstrate that the new method is functional, and
identification time and precision is near to the same for adaptive-search
algorithms, but 3 parameters were identified simultaneously. Some influence
of one parameter changing to the identified values of others is visible, but not
have essential amount.

Conclusions. Using the results of the simulation, we can derive
following conclusions:

1. Direct utilization of the criteria based approach in most cases can
not lead to successful identification in the presence of more the one
parameters.
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2. Formal deductions of the parameters values form the dynamic
model is possible, but in the presence of the measurement errors gives us
unusable results.

3. Approach, based on the moving regression, can provide us suitable
identification results, if the window size is defined properly.
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0dHoyacHa idenmugpikayis 8cix napamempis xaomuyHoi cucmemu JlopeHya
HocnioxeHo ma sucsimaeHo He0ONKU adanmuBHO-NOWYKOBUX Memo0i8, NOB’A3AHUX 13
npobsemoto 6azamonapamempuydHoi i0eHmuegikayii OuHamiYHoi cucmemu. 3anponoHOBAHO HO-
suli nioxio, 3acHosaHuli Ha Memooi «pyxomoi pezpecii». Hosuli nioxio - ye 2ibpudHuli memood;
BiH noedHye 8 cobi ocobnusocmi memody "Kos3ar4oi cepedHboi", memody niHiliHoi peepecii ma
npedcmasneHHa ougepeHyianbHoi cucmemu. Ls KombiHayis 00380/15€ 0OHOYACHO BU3HAYamu
CKNIQOHT napamempu OUHAMIYHOT cuCMeMU, He3BAXXAYU HA ii Xaomu4Hy noseoTHKy ma NoMUIKU
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BUMIPIOBAHHA. JJoCni0xeHO HOBI MOXUBOCMI MemoOy 3G 00NOMO20K0 YUCEIbHO20 MOOeOBAHHA
npouecy 10eHmugikayii 014 xaomuyHoi cucmemu JlopeHya.

Simultaneous identification of the all parameters for the Lorenz chaotic system

Drawbacks of the adaptive-searching methods, related with the problem of multi-
parameter dynamic system identification are explored and highlighted. New approach, based on
“moving regression” method is proposed. New approach is a hybrid method; it combines features
of the “moving average” method, linear regression method and differential system
representation. This combination allows to simultaneously determining complex dynamic system
parameters, in spite of its chaotic behavior and measurement errors. New method possibilities
are explored via identification process numerical simulation for the Lorenz chaotic system.
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