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GMDH-BASED OPTIMAL SET FEATURES DETERMINATION
IN DISCRIMINANT ANALYSIS

Anatation. The task of searching optimum on complexity discriminant function is considered.
Criteria of quality of the discriminant functions developed in the Group Method of Data Handling
are described: the criterion based on a partition of observations on training and testing samples,
and criterion of sliding examination. The tasks of this class belong to pattern recognition
problems under the condition of structural uncertainty, which were considered by academician
A.G. Ivakhnenko as long ago as 60-70-th of the last century as actual problems of an
engineering cybernetics.

Introduction. The decision of task of the discriminant analysis in
conditions of structural uncertainty on structure of features assumes accep-
tance of any way of comparison of discriminant functions, which are con-
structed on various sets of features. Two ways of comparison are popular in
practice. The first way is based on dividing of observations on training and
testing subsamples. In this way training subsamples are used for estimation
coefficients of discriminant functions, and testing subsamples are used for es-
timation its qualities of classification. The second way is sliding examination.
In this way, observations, which are serially excluded from training subsam-
ples, are used as testing observations. In the literature, these ways are tradi-
tionally treated as heuristic methods though the fact of existence in them of
optimum set of features repeatedly proved by a method of statistical tests. In
the Group Method of Data Handling (GMDH), analytical research of these two
ways is carried out [1-6]. For the decision of a task of the discriminant analysis
in conditions of structural uncertainty except for a way of comparison dis-
criminant functions it is required to specify algorithm of generation of various
combinations of the features included in discriminant functions. Algorithms,
which are based on principles GMDH, are developed [7-8]. It is supposed, that
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as such method is chosen the complete sorting-out of all possible combina-
tions of features.

According to principles of modeling in the GMDH for prove of ade-
quacy of criterion it is necessary: 1) to calculate mathematical expectation of
researched criterion for given structure of model; 2) to research behavior of
mathematical expectation of this criterion depending on structure of models;
3) to prove existence of model of optimum complexity; 4) to receive a condi-
tion of a reduction (simplification) of model of optimum complexity.

The method of comparison of discriminant functions
based on training and testing sample. Suppose that at the step with num-
ber s (s=1,2,...,m) of algorithm complete sorting-out of all possible sets of
features only s components from the set X can be included in the discrimi-
nant function and these features form the current set V. In the following we
suppose that V; and V are (sxn;)- and (sxnp)-matrices of observations
from general sets A and P, v; and v are s-dimensional column vectors of
the mathematical expectations in the sets A and PF;, X, is covariance
(s xs) matrix of the sets A and F.

Let's consider the estimation of Mahalanobis distance that is con-
structed with account of dividing of observations on training and testing sub-
samples. We shall calculate estimations of coefficients discriminant function
for set component ¥ on training subsample 4 and it is used them for estima-
tion Mahalanobis distances as the relation of an intergroup variation to an in-
tragroup variation on testing subsample B

dT (v - v vie—v i)' d
D2 (V) = 4 (Vi AIIB)( 15 113) 4 (1)
dlszd

A

In formula (1), vector d 4, is an estimate of the coefficients of the

Fisher function that is calculate on training subsamples A4

A

da=S7 (Vi Viua, (2)

where vectors v, and v 4 are estimate of the mathematical expectation v,

and V11
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Voa= ) " Y Vi, k=111 (3)
il

the matrix S 4 is an unbiased estimate of covariance matrix X
S, = gy —2)"" T+ : 4
A=y —ngy =2) [V 14V 1+ VgVl (4)

where v, , are matrices of deviations of observations V,, from estimates v,
Vid =[Vira =Via > Vioa =Via o Viya =Via l- )
In formula (5) vectors vz and vy calculated analogues (3), and ma-
trix S calculated analogues (4)-(5); ny4 and n yy, nyp and n z are volume of
training and testing subsamples respectively, and it is true
nyy + nyg =ny and ny + n gz =n . Using (2), we obtain for D35(V)

o o 2
[(V U=V SA(Vig-v IIB)J
(6)

Dip(V)== —~ -

(Vi— Vi) 84 Sz SH (Vi Vi)
Let t5 =(v;—vy) Z,'(v; —vy) be the Mahalanobis distance for the

set V, r=ny +npy—2, czll :(nI_A} +nle4), cl_;l =(n1_31 +nﬁ};).
Theorem 1. For mathematical expectation of random variable

D2;(V), we have

(7

r—1"

2 r;z/[s—(r—l)/(r—s)] 01_41 1 rlj r—s
+CB — |*
r—s

E{Di(V)} = [TV - >
Ty + SCy

The validity of theorem follows from the validity of the following: 1)

the estimates obtained on subsamples 4 and B are independent; 2) the esti-

mate (3) and estimate (4) are independent; 3) matrix S, is random (sxs)-

matrix which has the Wishart distribution with » degrees of freedom.
Definition 1. The optimal set components (set features) is defined as
the set Vpr for which

Vopr =argmax E{D3z(V)}. (8)
VX
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Definition 2. Optimal discriminant function with respect to the num-
ber and composition of the components is defined as the Fisher discriminant
function constructed on the set of components Vypr.

We proved that optimal set of components exist and formulated the
conditions under which the optimal discriminant function is simplified in
number of the features included in it. For this purpose, it was investigated
E {Dj 5(V)} depending on composition of set V.

It is possible to divide set of components X into the following nonin-

o o _ o 0
tersecting subsets X = XURUR=VUR: so that 1) X #J (where @ is the
empty set) is the set of components whose mathematical expectation satisfy

0 0 (6] ) (6]
X % X 7 =1,2,..., m, where m is their number; 2) R is the set of compo-

(6] (6] (6] (0]
nents whose mathematical expectation satisfy p,, =p,.2=1,2,..., [, where [

(6]
is their number and each component in R depends statistically on the least

(6] (o} ~
one components in the set X (the set R may be empty); 3) R is the set
of components whose mathematical expectation satisfy

By =Punsh=1,2,.,1,where I is number and each component each compo-

~ O ~
nent in R is statistically independent from each set X (the set R may be
empty). Relationship between the Mahalanobis distance for the set compo-

(6] (6] (6]
nents = XUR and the Mahalanobis distance for a current analyzed set of

components V' < X is formulated in the form of lemmas [1-4].

In case of known parameters of general sets P; and 7 it follows from

(6]
the stated lemmas that: 1) every component from set X is necessary in the
sense that its inclusion into the current set of components V' increase the

Mahalanobis distance 112/ ; 2) every component from the set IOQ is necessary in
the sense that its inclusion into the current set of components 7 increase the
Mahalanobis distance r%,; 3) every components from the set R is redundant
in the sense, that its inclusion into the current set ' does not increase the

Mahalanobis distance 17 .
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Reduction (simplification) condition of optimal discriminant
function. As a rule, in practical applications, parameters of general popula-
tions are unknown. However, they can be estimated as statistical estimates on
training samples of observations of limited volume. It is known, that if we use
constructed rule of classification to the training sample, then estimate of rec-
ognition quality will be overstated by mathematical expectation in compari-
son with the same evaluation of quality on data, independent of training data.

The way for comparison of the discriminant functions based on divid-
ing of the initial data sample on training and testing subsamples give not
overstated estimates of recognition quality. Experience of practical applica-
tions and test investigations of this way on basis of method of statistical test
show that in this way: 1) on increase of size of observations samples increases
the number of components in the set, on which the best quality of recognition
is attained, and on decrease of size of observations samples the number of
components in such set decreases; 2) on increase of the Mahalanobis distance

rg( between general populations (from which observation samples were ob-

tain) the number of components increases in the set, on which the best qual-
ity of recognitions is attained, and on decrease of this distance the number of
components in such set decreases.

Our analytical investigations confirm these empirically determined
regularities about the existence of the discriminant function optimal by the
number and composition of components. Let’s formulate the conditions of re-
duction (simplification) optimal discriminant function for a special case of an

(6] o
independent feature. Let the set of V' is those, that is carried out X =V Ux,
(6] (6]
where x € X (one feature is missed). Taking into account (7), we receive

AV) = E{D2 5 (X))~ E{D35(V)} =

2 [m—(r 1)/ (r—m)}-¢}
X

2

o

X 2 o _
To tm-cy
X

1
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D) (6] (o} 1 (6]
2 Ty lm=-D)—-(r-1)/(r-m+D}cy, 4 r-1 | r—-m+l
Ty — +CB . . .

(6] (6] _1
r12/+(m—1)-cgl remt+l)

©)

According to the above-mentioned lemmas for Mahalanobis distances

(0]
of sets ¥ and X the ratio r%, 2 —y2 is carried out, where
X

(6] (6]
y? = cgz(xl— XH)2 is the component of Mahalanobis distance, wich caused by
X

(6] (6]
the missed independent feature x € X . In view of it, having limited to accuracy

(1/n) , neglecting members of the order (1/n?), we receive

A(V) = ! X
2 % - 2 2, -1
To +m-cy ||| T =Y |+(m=1)-cy
X X
(6] (6]
y r—-m+l1 r—-m ° _ 9
X—|Th - + “m-c . + 10
x r—1 r—1 4 (y)z (19)
(6] (6]
— _ (6]
+o2 20 r—m+2 .7 m~m'c;1 yz_
x | x r-—1 r—1
2 (6]
(120) 120 ! rom 01_41
X x r—-1 r-1

The value A(V) can be both positive, and negative. If A(V) >0, the fea-

(6]
ture x is necessary for including in discriminant function. If the A(V) <0, the

(6]
x should not be included in discriminant function as it will lead to decreasing

(6]
of value D2, i.e. addition of an feature x does not improve quality discrimi-
nant function by considered criterion. The condition A(V) <0 is a condition of

a reduction (simplification) of discriminant function that is optimal by quan-
tity and structure of features. This condition represents a condition of nega-

tive definiteness of a quadratic trinomial relatively y? in braces (10). Reduc-
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tion of discriminant function is possible when value y? below then threshold

value
5
X +C;11
r—1
2 2
(v )por:TO ) o (11)
X
2| r—m+1 0 -1
0| ———— |+m-cy
x| r-—1

In figure 1 dependences of threshold value (11) from volume samples

n for a set of Mahalanobis distance 12 (120 =6,8,...,18) are submitted at

X X
0
fixed m=6.
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Figure 1 - Dependences of threshold value (y?) por ON Volume of sabsamples »

for AB-method

Let's note, that in asymptotic at n — o (r > o, cj — 0) the condition

(o}
of the reduction is not carried out, i.e. Vppr = X .

The method of comparison of discriminant functions
based on sliding examination. Suppose that at the step with number
s (s=1,2,...,m) of algorithm complete sorting-out of all possible sets of fea-

tures only s components from the set X (which constitute the current set V)
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can be included in the discriminant function. In the following are supposed
V; and Vy; are (s xny)- and (s xnpp)-matrices of observations in general sets

P and P, v; and vy are s-dimensional column vectors of the mathematical
expectations of the observations in P and Py, X is covariance (s xs)- matrix
of the observations in A and Aj.

The traditional way of sliding examination is the following: a) one of
the observations is eliminated from training sample; b) this observations is
classified on basis of discriminant function which was constructed without it;
c) observations returns into sample; d) this procedure repeat for second ob-
servation, third and so on, until all observations are classified in this way.
Usually, a probability of erroneous classification is estimated in applications,
that is number of erroneous classified observations is calculated. As opposed
to traditional ways of sliding examination in way what we have proposed, a
distance is calculated

1
D)= (D5 (V) + D (V). (12)
m d(TI,i)(VIi —vi)(vy — VH)Td(I,i) _

D§(V) =)'y
T
i=1 d(I,i)S(I,i)d(Li)

_ nI ~ ~
=(n) "' 2 (vi; = viD) Wy (v —vin), (13)
=1

nr dr .(;I_V -)(:’I—V Yy
2 1 1, 1I 1I 1L,
D3 () =(ny) "y~ i’ - )

, T
j=1 d, »Sar, )
"~ ~
= (nyy)”! '21 (VI— vy ) War, ) (Vi—vy), (14)
=
dgnd da 4, )
Wi = ;o Wa ) = (15)

T T
d@nSainda da, )Sarda, )
In formula (13), vector d;; is an estimate of the coefficients of the

Fisher discriminant function. Specifically, it is the estimate calculated without

the observation number i in the first group:
-1 - -
diiy = San(Vign— Vi), (16)
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where the vector v y; is estimate of the mathematical expectation v,

Vio=m =D (v - vi); (17)
h=1

the v 1 is estimate of the mathematical expectation vy

~ n

V= (”II)_th_:IVIIh ; (18)

the matrix S ;) is an unbiased estimate of covariance matrix X,

oo ~ nm o~ ~
B ~ =T
Sy =i +nn=3)"| 2 Vi) Vina) + 2 Vig Vi |» (19)
(h#i) 1

where 51,,(,-) is the observation numbered # in the first group, centered about

the estimate vy

Vi) =Vin = Viiy h=12ny (h#i); (20)
and $Hq is the observations numbered ¢ in the second group, centered about
the estimate v

Vi

=V] —VH, q:l, 2,..., ny - (21)

q q

In formula (14), vector d ; is an estimate of the coefficients of the

Fisher discriminant function. Specifically, it is the estimate calculated without
the observation number ; in the second group:

dar ) = Sa ) (Vi— Vi), (22)
where vector v; is estimate of the mathematical expectation v; and calcu-
lated analogous to (18); the vector ¥y, is estimate of mathematical expecta-
tion vy; and calculated analogues to (17); the matrix Sy ;) is an unbiased es-
timate of the covariance matrix X, and calculated analogous to (19).

From formulas (12)-(22), it is obvious that the statistics DSZ](V) is sim-

ply the weighed sum of the paired distances between the observations of the
first group and estimate of the mathematical expectation vy second group,

and that statistics Dgu( V) — is simply the weighed sum of the paired distances
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between the observations of the second group and estimate of the mathemati-
cal expectation v, first group.

Using (5) and (11), we obtain for D% (V) and D%(V)

o \Te-1 .o o 2
D2 (V)= (nl)_lg[(VIi v San(Vin— V)l

= = , (23)
=1 =
TV v II)TS(I,i)(V (i)~ V)

- Te-1 . 2
g [vi= v San (Vi Vo )]
Dy (V) = (ny) ™" X AL LE) L

= (24)
i1 |
= (v II(j))TS(II,j)(V 1= V1 jy)

Let 77 =(v; —v;1) 5 (v; — v;) be the Mahalanobis distance for the set
of components V', ny =ny=n, r=n;+ny —3=2n-3, cl=nt+m-n7h
Theorem 2. For the random variable D§ (V), we have

ré[s(rl)/(rs)].cl(n+1)(r1)j_ T as)

(7 +s-¢h) n(r—s) r—s-3

E{Dé(V)}—(r%
The validity of theorem follows from the validity of the following:

1) the observation vy;, the estimate v and the estimate S ;) are independ-

ent; 2) the observation vy, the estimate v y; and the estimate Sy, ;) are inde-
pendent; 3) matrices S, and Sy ; are random (s x s) -matrices, which have

a Wishart distribution with » degrees of freedom.
Definition 3. The optimal set components (set features) is defined as
the set V,pr for which

Vopr =arg max E{Dg(V)} . (26)
VX

Definition 4. Optimal discriminant function with respect to the num-
ber and composition of the components is defined as the Fisher discriminant
function constructed on the set of components Vpr.

We proved that optimal set of components exist in the way that con-
sidered and formulated the conditions under which the optimal discriminant

function is simplified in number of the features included in it. For this pur-

pose, it was investigated E{D§ (V)} depending on composition of set V.
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Reduction (simplification) condition of optimal discriminant
function. As a rule, in practical applications, parameters of general popula-
tions are unknown; however they can be estimated as statistical estimates by
training samples of observations of limited volume. It is known, that if we use
constructed rule of classification to the training sample, then estimate of rec-
ognition quality will be overstated by mathematical expectation in compari-
son with the same evaluation of quality on data, independent of training data.

Way of sliding examination give not overstated estimates of recogni-
tion quality. Experience of practical applications and test investigations of
this way on basis of method of statistical test show that in this way: 1) on in-
crease of size of observations samples increases the number of components in
the set, on which the best quality of recognition is attained, and on decrease
of size of observations samples the number of components in such set de-
creases; 2) on increase of the Mahalanobis distance <% between general popu-
lations (from which observation samples were obtain) the number of compo-
nents increases in the set, on which the best quality of recognitions is at-
tained, and on decrease of this distance the number of components in such set
decreases.

Our analytical investigations confirm these empirically determined
regularities about the existence of the discriminant function optimal by the
number and composition of components. Let’s formulate the conditions of re-
duction (simplification) optimal discriminant function for a special case of an

(6] (0]
independent feature. Let the set of V' is those, that is carried out X =V Ux,
(6] (6]
where x € X (one feature is missed). Taking into account (25), we receive
(6]
2 2
A(V) = E{D5(X)}—E{D5(V)} =

2 [7;)1—(7"—1)/(7’—1;)1)]-0_1
X

_| 2 (n+D(r-1) r
o 0 - 0 ' 0
X 120 +m-c) n(r—m) r—m—3
X

2 r;z/[(i;)a—l)—(r—l)/(r—1;)1+l)]-c_l (n+D)(r—1)
|- _ .

- (27)
2 o -1 o (6]
Ty +(m—1)-c n(r—-m+l) ) r—-m—2
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According to the above mentioned lemmas for Mahalanobis distances

20—y2 is carried out, where
X

o
of sets ¥ and X the ratio 1% =1

(6] (6]
y? = cgz(xl— XH)2 is the component of Mahalanobis distance, wich caused by
X

(6] (6]
the missed independent feature x e X . In view of it, having limited to accu-

racy (1/n), neglecting members of the order (1/7?), we receive

AV) =

x{—(rzo +7;)a-c_lJ-(y2)2+ (28)

r—m—3
The value A(V) can be both positive, and negative. If A(V) > 0, the fea-

(6]
ture x is necessary for including in discriminant function. If the A(J') <0 the

(6]
x should not be included in discriminant function as it will lead to decreasing

(6]
of value D32, i.e. addition of an feature x does not improve quality discrimi-
nant function by considered criterion. The condition A(V) <0 is a condition of

a reduction (simplification) of discriminant function that is optimal by quan-
tity and structure of features. This condition represents a condition of nega-

tive definiteness of a quadratic trinomial relatively y? in braces (28). Reduc-

tion of discriminant function is possible when value y? below then threshold

value
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0
r—m-3

2 2
(V") por =T - . (29)
X 2 _
To +m-c

X
In figure 2 dependences of threshold value (29) from volume samples

1

n for a set of Mahalanobis distance 12 (120 =6,8,...,18) are submitted at

X X
0
fixed m=6.
0.35 T
("\{2 ) o1 18
Por, a1 4
16
025 14 -
12
0.2F 10
8
0.15F -1
6
0.1 —
0.05F -
0 1 i 1 1 L 1 1 1 1
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n

Figure 2 - Dependences of threshold value (y?) por ONVOluMe

of subsamples »n for S-method

Let's note, that in asymptotic at n — o (» — o,c "' — 0) the condition

o
of the reduction is not carried out, i.e. Vpopr = X .

Conclusion. The two methods for comparison of the discriminant
functions are proved. The first method based on dividing of the initial data
sample on training and testing subsamples and second method based on slid-
ing examination. In spite of successful use of these ways in practice and re-
peated confirmation of its efficiency by the method of statistical test, it was
considered traditionally as heuristic method.

It is shown that under condition of structural uncertainty and the ab-

sence of a priori estimates of parameters of general sets these methods make
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it possible to solve the problem of search of the discriminant function of op-
timal complexity. Conditions of reduction (simplification) of discriminant
function, which is optimal by structure of features, are revealed. It is shown,
as these conditions depend on volumes samples and parameters of general
sets, i.e. on mathematical expectations and covariance matrices of features.
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Bu3HayeHHA onmuManbHOT MHOXXUHU 03HAK Y OUCKPUMIHAHMHOMY AHANI31 Ha ocHoBT MITYA

Po3ensHymo 3adady nowlyKy OUCKPUMIHGHMHOI (yHKYIT onmumansHoi cknadHocmi. Onu-
caHo 08a Kpumepii AKoCMi OUCKPUMIHAHMHUX (YHKUIl, SKUX po3pobsieHo 8 Memodi 2pynoB8o2o
ypaxysauHa apeymeHmis (MIYA): kpumepil, wo 3acHosaxull Ha po36usyi cnocmepexeHb Ha
HaBYasbHI (i nepesipoYHi BUGIPKU, ma Kpumepil KOB3HO20 icnumy.

GMDH-Based Optimal Set Features Determination in Discriminant Analysis

The task of searching optimum on complexity discriminant function is considered. Criteria
of quality of the discriminant functions developed in the Group Method of Data Handling are
described: the criterion based on a partition of observations on training and testing samples, and
criterion of sliding examination.

CaporueB AnexkcaHzap IlaBioBuMY — JOKTOpP TEXHUYECKMX HAYK, BeOyIIMII HAYUYHBIN
COTPYOHUK, VTHCTUTYT TeXHUYeCKoi MexaHuku HarmoHanbHOM akagemMmy HayK YK-
pamHbl 1 I'ocyapCTBEHHOIO KOCMUYEeCKOT0 areHTCTBa YKPauHBbL.

CapsrueBa Jiopmmiaa BuccapmoHoOBHA — KaHAUAAT GM3MKO-MaTeMaTUUeCKUX Hayk,
nipodeccop Kadenpsl reonHOOPMaIMOHHBIX cMcTeM HalloHa/IbHOTO TOPHOTO YHUBED-
cuTera.

CapuueB Osnekcanap IlaBmoBmMY - OKTOP TEXHIYHMX HAyK, MPOBIAHUI HAYKOBUI
CIiBpOOITHUK, [HCTUTYT TexHiYHOI MexaHikM HailioHanbpHOI akageMii HayK YKpaiHu Ta
Jlep>kaBHOTO KOCMiIYHOTO areHTCTBa YKpaiHu.

CapunueBa JIromvMuiaa BiccapioniBHa - kKaHaumaT (i3MKo-MaTeMaTUUHMX Hayk,
nmpodecop Kadeapu reoindopmaliitHux cucteM HalliOHaJIBHOTO  TipPHUYOIO

YHIBEpCUTeTY.

Sarychev Alexander Pavlovich - doctor of technical sciences, leading scientific
researcher, Institute of Technical Mechanics of the National Academy of Sciences of
Ukraine and State Space Agency of Ukraine.

Sarycheva Lyudmila Vissarionovna - professor of Geoinformatics Department of
National Mining Universityof Ukraine.

40 ISSN 1562-9945



