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Abstract. When controlling static objects at the optimization level, pattern recognition meth-
ods are used that allow partitioning the factor space into elementary subdomains in the form
of n-dimensional hyperparallelepipeds. One of the main elements of the control structure for
this approach to control is the adaptation algorithm, that makes it possible to refine the de-
scription of a static object under nonstationarity conditions. Repeated use of the adaptation
algorithm to refine the model leads to an unjustified complication of its logical structure and
the accumulation of information that has lost its relevance. The paper proposes a method for
minimizing the description of images of technological situations, that makes it possible to
overcome the indicated disadvantages. The method is based on the property of invariance of
the number of parameters defining the hyperparallelepiped to the size of the described area in
the factor space. This made it possible to identify significant boundary sub-areas in the de-
scription of the image of technological situations and, by their subsequent combination in the
direction of the feature axes, to select a description with a minimum number of sub-areas.
When performing these operations, “outdated” information is removed and the logical struc-
ture of a static control object is simplified as much as possible. The paper shows the possibil-
ity of implementing an algorithm for minimizing the description of images on the basis of a-
algebra, that makes it possible to integrate its control structures using relational data models.
The effectiveness of the proposed algorithm is confirmed by computational experiments in the
control of the process of lump crushing for the conditions of a mining and processing plant.
Keywords: controlling static objects, a-algebra, method for minimizing the description of im-
ages, information, adaptation algorithm

Introduction. Adaptive control systems capable of functioning effectively in unstable
environments remain an important area of modern scientific research. In particular, predicate
models — logical knowledge representation models based on predicates (mathematical logic
formulas) — and their adaptation for solving control tasks of technical objects are being ac-
tively studied [1]. Predicate models make it possible to describe the states and interrelations of
an object in the form of logical statements (predicates), which ensures flexible decision-
making based on knowledge. However, for their effective application in real-time systems,
such models require mechanisms for adaptation to changing operating conditions of the con-
trolled object.
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Ukrainian researchers have made a significant contribution to the development of this
area. Thus, the authors in [2] proposed a predicate model for selecting protection devices for
asynchronous motors operating under unstable power supply conditions. It has been shown
that the energy-economic model of the motor can be represented as a disjunction of predi-
cates, and pattern recognition algorithms can be applied to this model for decision-making
regarding motor protection. An important advantage of this approach is the openness of the
model and the possibility of accumulating knowledge about the equipment [3]. Based on the
classical algorithm of statistical optimization of nonlinear objects represented by a set of pred-
icates, the authors in [2, 3] achieved an effective search for solutions according to the princi-
ple of local gain. Further research by these authors was aimed at accelerating the development
of predicate models and ensuring their structural adaptation. In particular, methods for reduc-
ing the description of features made it possible to build a model faster at the training stage and
subsequently perform the necessary structural transformations during adaptation while main-
taining the accuracy of describing the interrelations [4, 5]. This made it possible to take into
account the technical and economic performance indicators of the equipment under various
conditions (with or without protection devices) and to ensure the optimal choice of a
solution [2-5].

In addition to recent works, it is worth noting earlier studies that laid the foundation for
the development of adaptive predicate models. The author in [6] proposed a method of adapt-
ing the description of patterns in the algorithm of recognizing production situations as early as
1984. The author in [7] in 1982 developed a method for describing technological situations
for process control using state predicates, optimizing the description by reducing redundant
information. These studies [6,7] demonstrated the possibility of encoding the states of techno-
logical objects in the form of numerical predicates and their use in control systems. These
fundamental studies, although conducted several decades ago, remain relevant as examples of
knowledge formalization about the control object and their gradual refinement (adaptation)
during operation.

In parallel with Ukrainian research, approaches to adaptive control based on logical
models are also actively developing in the global scientific community. For example, the au-
thors in [8] compared the capabilities of classical predicate logic, fuzzy logic, and non-
monotonic logic as methods of knowledge representation for control systems. They demon-
strated that each approach has its strengths: predicate logic ensures strictness and unambiguity
of conclusions; fuzzy logic provides flexibility in conditions of uncertainty; and non-
monotonic logic enables the revision of previously made conclusions when new information
becomes available. Modern studies often combine these approaches to achieve greater adapt-
ability of control systems.

Scientific literature emphasizes that effective control of non-stationary objects requires
the use of models capable of being updated in real-time and of taking into account changes in
system parameters during operation. Such models reflect both the current state of the object
and the rules of response to changes (for example, exceeding parameter thresholds).

Once a sufficient amount of reliable and accurate information about the main disturbing
factors and external influences affecting the technological object is collected, it becomes pos-
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sible to significantly improve the quality of control over such systems. In particular, the avail-
ability of detailed data on the characteristics and behavior of the controlled object under vary-
ing operating conditions allows for the development and implementation of highly effective
control strategies. These strategies are aimed at ensuring stable operation of the object, mini-
mizing negative effects from disturbances, and maintaining optimal performance indicators.

In order to achieve such a high level of control, it is necessary to determine optimal con-
trol actions that are adequate to the current operational state of the object and the nature of the
influencing disturbances. The formation of these optimal control actions can be carried out in
different ways, depending on the peculiarities of the technological process and the available
computational resources.

One of the possible approaches is to establish the dependence of the control actions on
the changing disturbances directly in the course of the control process. In this case, optimal
solutions are determined in real time using optimization algorithms based on the current val-
ues of disturbances and object parameters. However, this approach often requires considerable
computational resources and time, especially when the system is complex or when the object
is influenced by a large number of rapidly changing factors. Moreover, the resulting depend-
ence of optimal control actions on disturbances usually cannot be expressed explicitly in a
simple analytical form due to the complexity of the object’s behavior.

Alternatively, the dependence of control actions on disturbing factors can be formed in
advance, during the design or configuration phase of the control system, based on a mathe-
matical model of the object obtained from previous studies or experimental data. In this case,
the optimization calculations are carried out beforehand for different scenarios of possible dis-
turbances, and the results are stored in the form of precomputed functions, lookup tables, or
control charts. These stored solutions are then used during the operation of the system for
quick selection of control actions without the need for repeated optimization computations.

Both of these approaches are conceptually similar, as they are based on the idea of op-
timizing control actions in accordance with the characteristics of the object and the nature of
the disturbances. However, they differ primarily in the frequency and timing of optimization
calculations. In the first approach, the calculations are performed continuously or at the rate at
which the disturbances change, ensuring an adaptive response of the control system to real-
time changes. In the second approach, all necessary computations are performed offline, prior
to the control process, and the system uses the prepared data during its operation.

Regardless of the chosen approach, in both cases the task of determining optimal con-
trol actions is solved using well-known mathematical programming methods. These include
various techniques of linear, nonlinear, and dynamic optimization, which are widely used in
control theory for static or quasi-static objects [9, 10]. These methods allow for formalizing
the control problem, taking into account existing constraints and optimization criteria, and
finding the most effective control actions that ensure stable and efficient functioning of tech-
nological objects under variable external conditions.

Static optimization methods are widely recognized as an effective tool for solving a
broad spectrum of practical problems in the field of control of technological processes and
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technical systems. These methods make it possible to determine optimal operating modes, re-
source allocation, or control strategies under given conditions and system constraints. The
choice of a particular optimization method, as indicated in [11], is largely determined by the
availability of a well-defined mathematical description of the process or object to be con-
trolled.

Indeed, the presence of a reliable and sufficiently accurate mathematical model of the
object is a key prerequisite for the successful application of most static optimization tech-
niques. Such a model serves as the basis for formulating the optimization problem, setting the
objective function, and defining the system constraints.

However, in many real-world cases, obtaining a mathematical model of a complex tech-
nological object is associated with significant challenges. This is especially true for industrial
processes characterized by high variability, nonlinearity, or the influence of many uncon-
trolled factors. A typical example of this is the process of lump crushing at ore-dressing and
processing plants, where the dynamics of the process are determined by a large number of
random and difficult-to-measure parameters.

The development of a mathematical model for such objects using traditional approaches
- such as experimental research, statistical data analysis, or physical modeling — requires
considerable financial investment, as well as substantial time and human resources. These
costs may become even more substantial when considering the fact that in real operating con-
ditions, the parameters and characteristics of the process often change over time due to wear
of equipment, changes in raw material properties, or varying external influences.

Consequently, it is necessary not only to develop the initial mathematical model but al-
so to regularly update or refine the model coefficients to maintain its relevance and accuracy.
This model adjustment is essential to ensure the correctness of the optimization results and the
effectiveness of control decisions. However, periodic model identification or recalibration re-
quires additional measurements, data collection, and computational resources, which further
increases the overall economic and labor costs associated with the modeling and optimization
process.

Therefore, when selecting optimization methods for practical application, it is very im-
portant to take into account not only the accuracy requirements for the mathematical descrip-
tion of the process but also the cost-effectiveness of obtaining and maintaining such a model.
In some cases, it may be reasonable to use simplified models, heuristic methods, or
knowledge-based approaches that require less detailed information about the object but still
provide acceptable quality of optimization and control solutions.

One of the possible and widely recognized approaches to overcoming the aforemen-
tioned difficulties associated with obtaining mathematical models of complex technological
processes is the use of adaptive identification methods. These methods are designed to auto-
matically adjust the parameters of the model during the operation of the control system based
on real-time measurement data. This approach makes it possible to significantly reduce the
cost and time associated with traditional offline modeling procedures, especially in cases
where the system operates under conditions of uncertainty or frequent changes in its parame-
ters.
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Among the existing adaptive identification methods, the most commonly used is the
least squares method, which has proven to be highly effective in many engineering applica-
tions. This method provides parameter estimation by minimizing the sum of squared devia-
tions between the measured output data of the system and the corresponding values calculated
from the model. Its widespread popularity is explained by its relatively simple mathematical
implementation, stability of results, and the possibility of its application in both static and dy-
namic systems.

In addition to the least squares method, various modifications of the stochastic approx-
imation method are also used quite successfully for solving identification tasks, especially in
situations where the measurement data are subject to significant noise or when the system pa-
rameters vary in a random manner [12]. These methods allow for a gradual refinement of pa-
rameter estimates through iterative procedures based on incoming measurement data, which
ensures the adaptability of the model to changing external and internal conditions of the tech-
nological object.

However, despite the obvious advantages and the wide range of proposed methods for
adaptive identification, it should be noted that the practical application of this approach is not
without significant limitations and challenges. One of the main problems is that, although the
theory of identification provides a large variety of mathematical tools, algorithms, and proce-
dures for parameter estimation, it does not offer clear recommendations regarding the rational
choice of the model structure itself or the optimal identification criteria.

In other words, the main focus of identification theory is on the mathematical aspects of
parameter estimation within an already defined model structure, while the issue of selecting
the appropriate structure of the model — that is, the set of variables, their interrelationships,
and the form of the model equations — often remains outside the scope of this theory. Addi-
tionally, there is a lack of universally accepted criteria for evaluating the quality of identifica-
tion results and for choosing the most suitable identification algorithms for a specific object or
control task.

As a result, as noted by experts in this field [13], the process of selecting appropriate ad-
justable models and corresponding algorithms for their identification is often based not only
on strict scientific principles but also on the experience, intuition, and creative approach of the
developer or system designer. Therefore, it is quite fair to state that “the choice of tunable
models and algorithms is more an art than a science” [13], reflecting the fact that successful
implementation of adaptive identification methods in practice requires not only theoretical
knowledge but also a deep understanding of the specific features of the controlled object, the
nature of the disturbances, and the requirements of the control system.

In addition, the model of an object in analytical form has a significant drawback: the in-
variability of its structure. The constancy of the structure of the mathematical model leads to a
loss of accuracy in describing a real process. Pattern recognition methods have much greater
flexibility in terms of improving the model, that is, clarifying its structure.

Recognition methods are widely used in process control. They are mainly used for pre-
dicting its course, that is, predicting the parameters characterizing the process, or assigning
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the expected mode to one of the predetermined classes - typical modes. It is obvious that op-
timization methods and recognition methods complement each other, and only their combined
application can improve the efficiency of technological processes control.

In [14, 15], this approach is applied to the choice of technical means of protection of an
induction motor in electrical networks with low-quality electricity. At the same time, a predi-
cate adaptive model of the following type was chosen as a mathematical model reflecting the
regularities of the influence of the indicators of the electrical network and the cost indicators
of protective equipment on the economic efficiency of operating an induction motor:

2 [xw]=0 V20| vz x|

where X ,U — are the vectors of power quality indicators and cost indicators of protective

equipment, respectively; S;and S, — the number of results obtained for the recognition of
contradictions of the first and second kind, respectively; (- the number of images of eco-

nomic situations; /1p— the number of predicates describing | - the pattern at the end of the pat-

tern recognition learning procedure; ; A,V — logical operations of disjunction and conjunction,

respectively.
Model (1) can also be applied to optimize static technological processes, if vectors of

—

perturbing and control quantities are considered as vectors X and U. However, continuous
refinement of this model will inevitably lead to an increase in conjunction and disjunction op-
erations in its right-hand side and, as a consequence, a complication of the structure and the
need to adjust the algorithm for choosing the optimal control actions. This circumstance limits
the application of the considered approach to the control of technological processes with con-
stant parameters.

Purpose of paper. This paper is aimed at substantiating the possibility and determining
the stages of identical transformations of the predicate model in order to prevent the compli-
cation of its structure.

The main material. The optimal control of static and case-static modes of robots of
technological objects is based on the pattern recognition method, which allows partitioning
the factor space into elementary subdomains. The essence of the algorithm for recognizing
static optimization of nonlinear objects is as follows.

In the process of learning recognition by elements of the sample population

(z,...,fu), it is necessary, by setting different values of the control criterion Yy in the in-

terval Y, ., + Yoo t0 split the factor space {X,,...X, } into two images: M, if y, <yand
M,, if y; >y (] =1,_V), where V — sample size. If, in this case, the value of the control cri-

terion is changed with the interval Ay, then m=entier ((Y, .. — Yin) / Ay) +1 of the sep-
arating images of hypersurfaces will be obtained, which, in accordance with the method of
analytical description of objects by methods that allow partitioning the factor space into ele-
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mentary regions, can be specified in the form of predicate equations Z. . If a controlled value

can be selected as a quality, then Ay is the accuracy of its control.

A significant advantage of constructing a mathematical model of a complex and hetero-
geneous technological process within a unified mathematical framework is that such a model
inherently incorporates the basic constraints and limitations imposed by the physical nature
and operating conditions of the process itself. These built-in constraints reflect the fundamen-
tal technological requirements, safety regulations, operational limits, and resource restrictions
that must be respected during the control of the object.

When the technological process is adequately described within a single modeling ap-
proach — for example, using unified mathematical equations or a generalized set of dynamic
relationships — it becomes possible to significantly simplify the development of the control
system. This is because the restrictions that normally require separate consideration in optimi-
zation problems are already implicitly present in the mathematical representation of the pro-
cess.

As a result, there is no need to formulate an additional system of external constraints or
perform complex analytical transformations to account for them during optimization. The
constraints are naturally integrated into the model structure through the interconnections be-
tween variables, technological balances, and functional relationships governing the process
behavior.

This modeling feature provides a unique opportunity to design control algorithms that
do not require the application of conventional, often resource-intensive, optimization meth-
ods. Instead of resorting to classical optimization procedures — such as linear programming,
nonlinear programming, or multi-criteria optimization — the control problem can be solved
using relatively simple computational procedures based on the existing model.

In such cases, the optimal control actions are generated directly within the control algo-
rithm as a result of the model's structure and its inherent properties. The system automatically
respects all process limitations without the need for additional computational steps for con-
straint handling.

Thus, the use of a unified mathematical model for describing heterogeneous technologi-
cal processes allows for the implementation of straightforward and computationally efficient
control algorithms. These algorithms ensure optimal or near-optimal control performance
while significantly reducing the complexity of the control system and minimizing the compu-
tational burden compared to traditional optimization-based control approaches.

This modeling strategy is especially relevant in real-time control tasks or in systems
with limited computational resources, where the simplicity and speed of the control algorithm
are critical factors for its practical implementation.

Of the factors influencing the process, controllers X, + X, are distinguished and the full
range of their changes is presented as a series of values with an interval AX. Thus, all possi-
ble controls can be specified as combinations of these values. Then, based on the values of the
disturbing factors X,,, =+ X, it is sufficient to determine the truth of the predicate Z, for all
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possible controls. The optimal control is the one that ensures the truth of the predicate. If the

optimal combination is not found by the predicate Z,, then it is necessary to expand the in-

vestigated zone of the factor space by passing to the predicate Z, , etc.

When constructing mathematical models of complex systems or when solving control
and optimization problems, it is often necessary to partition the n-dimensional factor space
into simpler geometric regions for the purpose of analysis, classification, or decision-making.
In this context, one of the most convenient and widely used geometric objects for representing
an elementary domain in an n-dimensional factor space is the hyperparallelepiped.

A hyperparallelepiped is a generalized geometric figure in multidimensional space,
which is a direct extension of a parallelepiped in three-dimensional space to higher dimen-
sions. Its structure is defined by specifying the lower and upper boundaries along each of the
n coordinate axes corresponding to the factors or variables under consideration.

Mathematically, such an elementary domain can be very conveniently and compactly
described using a two-valued logical predicate function, which allows one to determine
whether a given point in the factor space belongs to this region or not. In other words, the hy-
perparallelepiped is defined as a set of all points whose coordinates satisfy a system of ine-
quality constraints that specify the minimum and maximum permissible values for each fac-
tor.

This two-valued predicate takes the value "true” (or 1) if the point lies within the speci-
fied limits along all coordinate axes, and "false" (or 0) if at least one of the constraints is vio-
lated. Such a representation is not only mathematically rigorous and unambiguous but also
very convenient for practical implementation in algorithms of control, identification, classifi-
cation, or optimization.

Moreover, using a hyperparallelepiped as an elementary domain in the factor space of-
fers a number of advantages from the computational point of view. The simplicity of the
mathematical expression that defines its boundaries allows for fast checking of point member-
ship, which is critical in real-time control systems or in optimization algorithms where a large
number of such checks may be required.

In summary, the hyperparallelepiped provides a universal and efficient geometric struc-
ture for partitioning the factor space in multidimensional modeling tasks. Its formal descrip-
tion through a two-valued logical predicate ensures clarity, ease of implementation, and high
computational efficiency, making it one of the most suitable elementary domains for use in
control theory, decision-making systems, pattern recognition, and various engineering appli-
cations:

vi n

2[R =TTt son 06, = X)X = X))
where
1, if [(xj ~ X i) X e = xj)]zo

Sgn[(xj_Ximin)(xjmax_xj)]: -1, if |:(Xj_ijin)(ximax_xj):'<0’
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X X mex (] =1,n) — parameters of an elementary hyperparallelepiped that determine its

jmin?
dimensions; N — the number of input quantities (disturbing and controlling); X;— current

values of input quantities; H — mathematical multiplication operation.

If the current technological situation Y(Xl,xz,...,xn) falls inside the hyperparallele-
piped (the technological situation is recognized), then Z[)Z} =1, otherwise Z[)Z} =0

(the technological situation is not recognized).
Then the whole p - image can be represented as a logical sum of predicates:

— }\p —
Z, [x]:luz,[X]
where /Ip— the number of predicates that determine the p - image.

The set of n - dimensional hyperparallelepipeds that define the p - image in the feature
space have a random arrangement - they may intersect or have no common points at all.

The mathematical model of the controlled object, presented in the form of m - images,
will take the form:

m
z,[X]=Uz, [X]
p=1

In the process of control, it is possible to refine the model (5). So if for the current tech-
nological situation the optimal control values have not been found (error of the first kind),
then predicate (2) is formed based on the control result with the current control values and is
included in (4). If, for the current situation, the optimal control values are determined, but the
control result does not correspond to the expected (error of the second kind), then the corre-
sponding predicate in (4) is further considered false and a new alternative image is formed,
and the mathematical model takes the form (1). A simple removal of the false predicate from
(4) is impossible, since it defines a set of technological situations that fall inside some n-
dimensional hyperparallelepiped.

Obviously, when controlling a non-stationary static or quasi-static object, such refine-
ments can be performed many times, which will lead to a structural complication of the math-
ematical model (1) and, as a consequence, to the loss of the control algorithm performance.
Structural changes (1) should be limited.

It is proposed to solve the problem of limiting structural changes in the predicate model
of technological situations on the basis of the invariance of the number of parameters of the
hyperparallelepiped to the size (volume) of the region specified by it in the feature space. A
set of randomly located p-image hyperparallelepipeds can be represented as ordered hy-
perparallelepipeds differing in size (Fig. 1). The hyperparallelepipeds located on the border of

the image will have the smallest dimensions, since they determine the accuracy of the divid-
ing function. In Fig. 1 they are shaded.
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Figure 1 - Location of Boundary Subareas

If we combine the shaded boundary sub-areas in the direction of one of the feature axes,
for example, x,, we get different-sized sub-areas that completely describe the image. Thus,

the union of the subdomains D; and D, is of interest, since the resulting subdomain Dj; in-
cludes, in addition to D; and D,, one more internal subdomain of the image Sx. Combining the
D; and D3 subdomains into the D3 subdomain will allow simultaneously describing four
more internal subdomains.

It is easy to see that the combined subregions differ only in the parameters of one pro-
jection. This allows us to propose a simple condition according to which two boundary sub-

domains are to be united if all internal subdomains located between them belong to the image
1 2 ol 1 2 1 2
jmin:ijin' X jmin’ijin’ijax’ijax_pa_
rameters of function (2) describing two combined subdomains; r is the number of the feature
axis in the direction of which the union is performed. For the resulting subdomain, the un-
known minimum and maximum value of the m-feature is defined as
12 H 1 2 . yl2 1 2
mmin:mln{x X },x :max{x X }

mmin ! “*‘mmin mmax mmax ! “*mmax

X =x>_under j=1,n; j#r, where X

jmax j max

X

Obviously, the considered unification of the boundary subareas does not lead to a
change in the location of the image in the feature space, since the boundary areas do not
change their location - they are only united by oppositely located boundary subareas. This
transformation of the image is identical. It can be performed immediately upon the occurrence
of the previously mentioned contradiction of the second kind. Then the complication of the
structure of model (5) is not required.

It should be noted that the number of enlarged subregions obtained as a result of merg-
ing is already more than two times less than the number of boundary subregions. These joins
can be continued in the remaining n - 1 directions. If you change the sequence of combining
along the attribute axes, you can get n!, separating functions, from which the minimum in
terms of the number of constituent subdomains is selected.
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Practical implementation of the minimization algorithm. The set of technological
situations given by predicates (2) are combined into classes depending on the values of the
control criterion. Each class is determined by the disjunction of predicates. The use of such a
model involves arranging its elements in the form of a two-dimensional table. And in its col-

umns values X jpr'nm, X jpr'nax are placed, and the line corresponds to some predicate.

It is easy to see that the columns of the table have different names and are homogene-
ous, all rows are unique and have the same structure. The order of the lines is not significant
and only affects the speed of access to each of them. Given also that the information in the
columns is atomic, we can conclude that this table satisfies the conditions and constraints that
allow us to consider its relationship as a relational data model [16-18]. The sequence number
of the relation tuple (table row) uniquely identifies the current technological situation. The set
of attributes (columns of the table) determines the scheme of the relationship. It is clear that
the set of relations M _ K, each of which describes a certain class of technological situations,

completely determine the model of the technological process. Here K =m, where q is the

number of relationships.

Operations on relations are determined by o-algebra. Consider the application of a-
algebra to implement the procedures of the proposed minimization algorithm.

Algorithms for minimization and accelerated learning are based on combining two sub-
regions D1 and D2 in factor space (Fig. 2).

The tuples of relations that define these subdomains differ in the value of the two attrib-

utes X min» Ximax (X{iS the sign axis in the direction of which the union takes place. Selection
of these tuples D 1 and D _2 is achieved by the filtering operation. To obtain a tuple
D 12 that defines the combined region D 12, the relation D _1 is first decomposed into

the relation D _1MX without the attribute X,.;, and the relation D _1MN without the at-

min

tribute X

1max *

Ximin @nd the relation D _2MX  with a single attribute X, -

This decomposition is achieved by the projection operation. In the future, performing
the Cartesian multiplication operation D _1IMX ® D_2MN and D_1IMN ® D _2MX,

two tuples of the relation D 12 with a complete set of attributes are formed, from which the

and the relation D 2 into the relation D _2MN with a single attribute

desired D _12 is selected by filtering under the condition X, i, < X{ax -
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Figure 2 - Defining a tuple that defines a merged area

Conclusions.

1. The proposed minimization algorithm provides a robust mechanism for stabilizing
the structure of the predicate model, which is particularly important when dealing with non-
linear and nonstationary objects. By systematically reducing the uncertainty and variability
inherent in such systems, the algorithm ensures the consistency and adaptability of the model
structure over time. This, in turn, allows the refined predicate model to be effectively utilized

ISSN 1562-9945 (Print) 123
ISSN 2707-7977 (Online)



«Cucremni texHogorii» 5 (160) 2025 «System technologies»
for solving optimal control problems, enabling improved decision-making, better system re-
sponsiveness, and enhanced performance in dynamic and complex environments.

2. ldentical transformations applied to the predicate model, which are grounded in the
principle of invariance of the number of predicate parameters with respect to the size of the
region in the n-dimensional factor space that the model characterizes, enable a significant
simplification of the model structure. This invariance implies that the complexity of the model
does not necessarily have to grow with the expansion of the factor space, allowing for a more
efficient representation of the system’s behavior. As a result, it becomes possible to systemat-
ically reduce the number of predicates without losing the descriptive power or accuracy of the
model. Such a reduction contributes to improved computational efficiency, enhances inter-
pretability, and facilitates the application of the model to real-time or large-scale control and
decision-making tasks in dynamic environments.

3. Representation of elements of the predicate model in the form of a relational data
model allows to describe the minimization procedure on the basis of a single mathematical
apparatus of a-algebra. Given that relational data models are supported by database manage-
ment systems, the proposed algorithm can be easily integrated into the information and soft-
ware structures of existing management systems.
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Aoanmauyia npeduxkamnoi mooeni 6 3a0auax Kepyeanus
HeCmauioHapHUMU CIMAMUYHUMU 00 '€Kmamu
YV oaniii pobomi posenanymo akmyanvHy HAYKO80-NpaKmMuyHy 3a0ayy niosuyeHHs eqe-
KMUBHOCMI YNPAGNIHHA CIMAMUYHUMU MA K8AZICMAMUYHUMU MEXHON0IYHUMU 00 €Kmamu 6
yMO8ax ix HecmayioHapHoi no6ediHKu ma MiHAUeocmi 3068HiwHix enausis. Ocobiusa ysaea
NPUOLAEMBCA 3ACMOCYBAHHIO NPEOUKAMHUX MOOenell, 5IKI 00360/110Mb POPMATi308AHO ONU-
cysamu  pi3HOMAHIMHI MEXHON02IYHI cumyayii, CMmaHu ma 63AEMO038 A3KU Napamempis
00’exma ynpasninHsa 3a 00NOMO20K0 JIOIYHUX KOHCMPYKYIll. Taki mooeni € eHyuKuUM iHcmpy-
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MeHmMoM 0I5l NPeOCMABIeHHsl 3HAHb NPO 00 €KM i 3a0e3neuyIoms MONCIUGICIMb adanmayii 00
SMIHU napamempis y npoyeci ekcniyamayii.

3anpononosano Hosuil nioxio 0o nodbydosu ma adanmayii NPeOUKAmMHoi Mooei Ha oc-
HOGI aneopummy Minimizayii onucy o6pazie mexnonoziunux cumyayii. Hozo cymuicmo nons-
2ae y 8UsGIeHHI ma 8UOAIeHHi 3 Mooei iHghopmayii, wo eMmpamuia aKmyaibHiCmb, d MAKOHC
V cnpowjenHi 102iuHoi cmpykmypu moodeni 6e3 empamu axocmi ii onucy. Bascnusoio ocoo-
JAUGicmio 0aH020 NiOXo0y € BUKOPUCMAHHA GLACMUBOCMI [HEAPIAHMHOCMI KIIbKOCMI napa-
Mempie, Wo BUHAYAIOMb 2inepnapaieienined y paxmopHoMy RpoCmopi He3aneNCHO 8i0 U020
posmipis. Lle 0036015€ cymmego 3meHuumu KilbKicms npeouxkamis y mMooeni ma 3Hu3umu
CKIIAOHICMb 0OYUCTIOBATILHUX NPOYEdYD Y CUCIEMAX a8mMOMAmu308aH020 YAPAGLIHHSL.

Memoouxa nobyoosu mooeni nepedbauae po3doumms haxmoprHoeco npocmopy Ha eje-
MeHmapHui nidobaacmi - 2inepnapanenenineou, siKi 0038015I0Mb SHYUKO (DOpMYy8amu Onuc
pisnux cumyayiu. I[Ipu yvomy epanuyni nioobracmi, wo mMaoms HAUMEHULl pO3MIpU, 6U3HA-
yaroms mounicms po30inbHoi Gyukyii. O0'cOnanns maxux nioobracmel y HANPImMKy ocell
O3HAK 00380/8€ ONMUMI3Y8AMU CMPYKMYPY MOOENi ma CHpOCMUmu npoyec NPUtHAmMmI
Ppillensb 8 cucmemax ynpaeiHHs.

Ocobnusy ysazy 6 pobomi npuodiieno MOAHCIUBOCMI NPAKMUYHOL peanizayii areopummy
MIHIMI3ayii Ha OcHO8I anapamy o-aneeopu. lLle 3abe3neuye inmezpayilo moodeni 00 iHpop-
MAYIUHUX CUCMeM HA OCHO8I pelayiuHux mooeneti OaHux, AKi niOMpUMyOmsCs CYYACHUMU
cucmemamu ynpasiinisa o6azamu oanux. Taxuti nioxio 00380.8€ NIOBUWUMU VHIBEP CATIbHICb
ma 3pYYHiCMb GUKOPUCMAHHS 3aNPONOHOBAHO20 Memo9dy y CKIAOI ICHYIOYUX a8MOMAMU308a-
HUX cucmem YnpasiiHHs MEexXHON0IYHUMU NPOYECaMU.

Ilokazano, wo euxopucmanms Mooeuni 3 MiHIMI308aHUM ONUCOM 00380.J14€ 3a6e3nedumu
8UCOKY AKICMb YNPABNIHCOKUX PIUUEHb, A0ANMUSHICMb 00 3MIHU XAPAKMepUCmuK npoyecy ma
cmabinbHicmb (OYHKYIOHYBAHHA CUCTIEMU 8 YMOBAX GNJUBY 308HIWHIX MA BHYMPIWHIX (DaK-
Mopie HeGU3HAYEHOCHI.

Taxum wunom, npeocmasieHuti y pobomi nioxio 0o no6y00s8u npeouKamuoi mooeni ma
i1 aoanmayii wnaxom MiHimizayii onucy oopasié MexHoI02IYHUX CUMYayii € YHIBepCanbHUM
IHCMPYMEeHmMOM OJisl YNPAGNIHHA HeCMAYIOHAPHUMU CMAMUYHUMY 00'ekmamu. 3anpononosa-
HULL aneopumm Modice Oymu GUKOPUCMAHULL Ol CMEOPEHHS [HMEeNeKMYAIbHUX CUCmeM
RIOMPUMKU NPULHAMMS PIUUEeHb, A8MOMAMU308aHUX CUCMEM ONMUMANbHO20 YHPAGIIHHA, a4
MaKoxc iHGhOpMayitiHo-AHATIMUYHUX CUCTEM NPOMUCTOBUX NIONPUEMCME.

Knrouoei cnosa: ynpasninnusa cmamuynumu 06'ekmamu, npeoukamua mooens, o-aneeopa,
MiHIMI3ayis onucy 0bpasie, adoanmayis Mooeii, iHpopmayis, HeCmayioHapHi MexXHOI02IUHI
npoyecu, perayitina Mooeib OaHUX, a8MOMamu308aHi Cucmemu YNpaeIiHHsL.
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