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SEGMENTATION OF GRAYSCALE LOW-CONTRAST IMAGES
USING FUZZY TRANSFORMS OF TYPE-2

Annotation. Segmentation of low-contrast grayscale images is a rather complex task due to
the lack of a priori information about the location and characteristics of objects of interest
that can be compared with noise. To solve this problem, various fuzzy algorithms based on
the processing of membership functions to fuzzy sets describing the analyzed properties are
currently often used. The paper proposes the algorithm for segmenting halftone images based
on the iterative application of type-1 and type-2 fuzzy transformations. The presented algo-
rithm provides sufficient image segmentation for visual analysis, without allowing excessive
detailing, and has a small number of control parameters that do not require lengthy tuning.
Unlike the fuzzy clustering algorithms, it does not use the fuzzy cluster center matrix, which
reduces the computational load. Experimental results are presented on the example of real
grayscale medical images segmentation.

Keywords: low-contrast images, fuzzy methods, visual analysis, membership function, seg-
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Introduction. Fuzzy sets are currently used to solve a variety of problems in various ar-
eas of human activity, in particular, in image processing, in which inaccuracy and uncertainty
are always present [1, 2].

One of the most challenging tasks in digital image processing is the segmentation pro-
cess. Its implementation is complicated by the ambiguity associated with the image formation
system, as well as the need to identify low-contrast objects or anomalies comparable to noise,
about the nature, quantity, location and shape of which there is no a priori information [3].

Statement of the problem. The purpose of this article is to demonstrate the information
capabilities of a new method for segmenting grayscale low-contrast images, which is based on
the iterative application of fuzzy transformations of type-1 and type-2, which ensures an in-
crease in its sensitivity and reliability.

Analysis. Traditionally, the transition to a fuzzy space (fuzzification) is carried out on
the basis of the image initial brightness levels transformation into membership functions to
fuzzy sets. Currently, effective methods for improving image quality based on transfor-
mations in fuzzy space have been developed [10].

In 1981, Bezdek proposed the fuzzy C-Means (FCM) clustering algorithm [4], which
can be interpreted as a fuzzification process, since it generates a set of fuzzy membership
functions (equal to the number of fuzzy clusters) that can be used to solve various problems,
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including image segmentation [5]. This algorithm provides automatic formation of a new
multi-dimensional space of features describing objects of the subject area, allowing to take
into account the uncertainty present in the initial data. The images always contain the ambi-
guity of grey, geometric fuzziness, and uncertainty of knowledge.

The concept of a type-2 fuzzy set was introduced by Zade [6], and Rhee and Hwang [5]
presented a modification of the T2FCM fuzzy clustering algorithm using type-2 fuzziness to
clarify the location of cluster centers (centroids). This approach is currently being actively
developed and is often used to solve various problems [7, 8].

Disadvantages of the FCM algorithm include sensitivity to noise, uncertainty of initial
parameters (fuzzification parameter and number of clusters), as well as ambiguity of the de-
fuzzification stage.

Determining the number of fuzzy clusters in some cases is difficult due to the lack of a
priori information about the subject area and causes the need to tune this value when solving
specific problems. In [9], the algorithm is presented that allows you to automatically deter-
mine the optimal number of clusters, however, it is still necessary to set an initial value to
start its work.

The matrix of centroids usage is necessary precisely when solving the task of fuzzy
clustering, and segmentation is considered as a result of the visualization of its results. How-
ever, the matrix of centroids during segmentation is not considered critically important and is
used primarily because it is required by the clustering algorithm.

Fuzzy transformations, which calculate the fuzzy membership function based on the
original image, can also be used to improve image quality [10]. The application of such trans-
formations, in principle, allows solving the task of segmentation, however, the iterative pro-
cess of changing the membership function used by clustering algorithms, which allows you to
control the detailing during segmentation, is not assumed.

The main part. The segmentation algorithm proposed in this paper operates with fuzzy
membership functions of type-1 (MFT1) and type-2 (MFT2) and is iterative, which allows
you to control the degree of its detail. However, this algorithm, unlike the FCM method and
its modifications, does not use the matrix of centroids in principle, which simplifies the com-
putational process. The stopping criteria are the specified error during training (it describes
the change of fuzzy membership functions at different iterations), as well as the maximum
number of iterations.

MFT1 is initially calculated on the basis of input data, and is not formed randomly, as in
the basic FCM algorithm. The calculation of MFT2 is carried out on the basis of the differ-
ence of the "upper" u, and "lower" u, MFT1 (Fig. 1), which allow to fully describe the blur

of the MFT1 (FOU - the footprint of uncertainty).
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FOU
Figure 1 — Fuzzy sets of type_2: the boundaries of uncertainty

The algorithm of the method proposed in this paper contains the following steps:
1. Scaling the input halftone image to the range [0,1].

2. Calculating the initial value of a MFT1 matrix u” (its dimension iS X X Ymax the

same as for the input image) based on the scaled image using the following formulas:
|

’

+Cq
0 _ —sgn(l, ,—0.5) o
uX,y - (I X,y)l Xy Ix,y+C1

: @)

]Mgn('x,y_.)l

C,=C,+06-1, (2)

where 1 is the average of the input scaled image |, C,, is the coefficient, which is set on the

basis of experimental researches, depends on the type of image being processed and signifi-
cantly affects the segmentation results. The minimum recommended value of this coefficient
is 0.02. The maximum depends on the images being processed. During the experiments, the
maximum verified values of this coefficient were 120-130.

3. Calculating the current MFT2 matrix (at), the dimension of which is the same as
that of the original image, is based on the difference of the "upper" uy, and "lower" u; mem-
bership functions of the current iteration according to the following formulas:
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where u' is the average of the current matrix MFT1 u'( on the 1st iteration the matrix uis

used, and on the subsequent iterations matrix u'™ is used, which is obtained at the end of the
previous iteration), and K is the coefficient, the values of which should be selected in the
range [0,0.2], which affects the results of segmentation. It has been experimentally deter-
mined that it is most often recommended to select a value from 0.07 to 0.08.

4. Starting from the 2nd iteration of training:

4.1. The value A' is calculated by the formula:

XFT'BX erHX

t t t-1
A = xZ=:1 y§::1 Ayy —axyl (10)
where a' and a'™ are MFT2 matrices of current and previous iterations, accordingly.
4.2. If the condition is met:
A > AT (11)

where A™ is the value calculated by formula (10) at the previous iteration, initially this value
is set to a very large number, unattainable in practice, then instead of the current values of the

matrices a', u,t and uﬁ, the values (at‘l, u,t_1 and uﬁ‘l, accordingly) that are remembered at

the end of the previous iteration are written, after which the learning process stops (go to step
7). This step prevents the overtraining effect from occurring.
4.3. If the condition is met:

A<eg, (12)
where ¢ is the specified learning accuracy, then the learning process also stops (go to step 7).
5. If the condition is met

t<ta (13)
where t., is the maximum number of iterations, then the matrix value u™ is calculated,
which will be used in the next iteration when calculating the a' matrix. Matrix u'™ is ob-
tained by the formulas (1) and (2), where instead of the original image a matrix u' of the cur-

rent iteration is used, and instead of I value u' is used.
6. If condition (13) is met, then the next learning iteration starts (go to step 3).

7. Values of matrices a', u and uj, are scaled to the range [0,1].
8. Matrix 1" is calculated by the formulas:
26
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where u| is average of u; matrix. The obtained matrix 1" is also scaled to the range [0,1]

and is treated as a grayscale image.

I out

9. The output image is formed based on the weighted sum according to the formu-

las:
t h
Ig,uy = Ix,y Cout + I)?,y '(1_Cout) ' (16)

Cout = (I s J)/ 2, (17

where I™ and 12 are the grayscale images, obtained after applying the histogram equaliza-
tion and adaptive histogram equalization methods (with a uniform transformation function) to

the image 1", accordingly, and 1" is the average of the image 1.

The experimental results were obtained on the example of processing various medical
images, an example of which are the images shown in Fig. 2a, 3a (Fig. 2b and 3b show histo-
grams of these images). Fig. 2a shows a tomogram of the brain, performed for the purpose of
diagnosing the presence of a hematoma, as well as determining the area of its influence in
case of detection (the rectangle indicates the area of interest). Fig. 3a shows an X-ray image
of the cervical spine.

The following parameters were used for segmentation based on the FCM algorithm:

c=6, m=2, £=10"°, and the maximum number of iterations is 100. The results were vis-
ualized based on the maximum of the membership function.

The following control parameters were used when using the proposed method:
C,=0.026, K=0.071, £ =0.035, the maximum number of iterations is 12 (during the
experiments the number of training iterations practically did not exceed 3-4). Visualization of
the original image was also carried out after scaling it to the range [0,1] based on the

formula (16), when C; =1.
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Figure 2 — X-ray tomogram of the brain: a — original grayscale image (204x201);
b — its histogram
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Figure 3 — X-ray image: a — original grayscale image (744x570); b — its histogram

Segmentation of the brain tomogram shown in Fig. 1a based on the FCM algorithm
(Fig. 4a) does not allow for a clear identification of the hematoma, and also leads to some ex-
cessive detailing: identification of image details that are insignificant for analysis, possibly
artifacts. Visualization based on formula (16) of the original image does not allow for a clear
identification of the hematoma's influence area (Fig. 4b). At the same time, segmentation
based on the proposed algorithm allows for a clear identification of both the hematoma itself
and its influence area (Fig. 4c).

Segmentation of the X-ray image shown in Fig. 3a by the proposed method also allows
us to clearly highlight the structure of the cervical spine and part of the skull (Fig. 5b), which
is poorly distinguishable in the original image. To a lesser extent, the highlighting of the
structure of the cervical spine and part of the skull is provided by visualization of the original
image based on formula (16), shown in Fig. 5a.

Figure 4 — Segmentation of the brain tomogram (Fig. 2 a): a— FCM; b — visualization of the
original image according to formula (16); ¢ — the proposed method
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Figure 5 — Segmentation of an X-ray image (Fig. 3a): a — visualization of the original image
according to formula (16); b — the proposed method

Conclusions:

— the usage of the proposed method allows us to provide the level of detail necessary
for visual analysis, more clearly identify the boundaries of interest and at the same time re-
duce the appearance of artifacts;

— the proposed algorithm is simpler than FCM and has a small number of control pa-
rameters;

— the level of detail is significantly affected by the parameter C,, which is tuned to

process the selected type of images;
— a promising direction for further research is to find ways to automate the tuning of
the parameter C,, .
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Ceemenmauisa HaniemMoHoBUX C1AOKOKOHMPACHHUX 300PACEHD
Ha 0CHOGI 3aCMOCY6AHHA HEUIMKUX NEPEmEopeHt muny-2

B pobomi 3anpononosano aneopumm ceemeHmayii HaniemoHo8uUx 300paxcensb Ha OCHOBI
imepamueHo2o 3aCmocy8anHs HeuimKux nepemeopensv muny-1 ma muny-2, wo 3abesneuye
HeoOXiOHy Oemanizayilo pe3yibmyrndux 300paxcenv Ol 8I3YaAlIbHO20 AHANIZY, 3anodiearodu
npu yboMy nepeoemainizayii, Mae He@eIuKy KilbKiCmb Kepyuux napamempis, ma, Ha IOMIHY
8i0 aneopummis neyimkoi kracmepusayii muny FCM, ne euxopucmosye mampuyio yenmpoi-
0i8, wo cnpowye pospaxyuku. Haseoeno excnepumenmanvui pesyibmamu Ha Npuxkiaodi cee-
MeHmayii 3anponoHO8aAHUM AN2OPUMMOM PEdibHUX HANIBMOHOBUX MeOUYHUX 300padCeHb.

Knrouosi crnosa: cnabkokonmpacmui 300pasicents, HeuimKki Memoou, 8i3yanbHull aHalis,
@DyYHKYis npuHaneds’cHocmi, ceemeHmayis, HewimKi MHONCUHU muny-1, Heuimki MHONCUHU

muny-2.

AxmermuHa Jlroamuiaa I'eopriiBHa — TOKTOp TeXHIYHHUX HayK, podecop, mpodecop kade-
JIpU €JEeKTPOHHUX OOYMCIIOBAIBbHUX MAIIWH, J{HIMPOBCHKUI HalllOHATBHUNA YHIBEPCUTET IM.
O. I'onuapa.

€ropoB Aprem OulekcaHApoOBMY — CTaplIuil BUKIaAad Kadeapu KOMITIOTEPHUX HAyK Ta
1H(hOopMaLIHUX TeXHOJOT1H, J{HIMpoBChKUIl HallloHAIbHUHN yHIBepcuTeT iM. O. ['oHuapa.
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