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AUTOREGRESSION MODELS OF SPACE OBJECTS MOVEMENT
REPRESENTED BY TLE ELEMENTS

Annotation. The developed method, which is a modification of the previously developed methods
for constructing autoregressive models, is used to simulate the motion of space objects in the
time series of their TLE elements. The modeling system has been developed that includes:
determining the optimal volume of training samples in modeling time series of TLE elements;
determination of the autoregression order for each variable (TLE element); determination of the
optimal structure and identification of the parameters of the autoregressive model for each
variable; identification of patterns of evolution of the mean square error of autoregressive
models in time based on the modeling of time series of TLE elements according to the principle
of "moving interval".
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Introduction. The problem of improving the accuracy of forecasting
the satellite position is relevant for the tasks of determining time of their ex-
istence, cataloging space debris, navigation, etc. To solve this problem, physi-
cal approaches are mainly used, but they require complete information about
the space object at the beginning of the trajectory and environment calcula-
tions, as well as data on the maneuvers of the object under study [1]. In all
cases, such data is not complete or is not updated regularly, and current ob-
servational capabilities are limited or costly.

The only open source of orbital data for solving such problem are the
two- line elements (TLE), which regularly and promptly updated on the web-
site of the American Space Monitoring System (SSS) [1]. The values of the or-
bit parameters contained in TLE files are calculated using averaging within
the framework of specific SGP4 models (Simplified General Perturbations -
models for calculating the position and speed of the Earth's orbiting satellite,
with an orbital period of less than 225 minutes) or SDP4 (Simplified Deep
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Space Perturbations — models for calculating the position and speed of the
Earth’s orbiting satellite, with an orbital period of more than 225 minutes) [2].

Several studies which represents different approaches to orbit propa-
gation using TLE elements are investigated as well.

Various machine learning methods and hybrid methods are quite suc-
cessfully used for solving problems of propagating and predicting the motion
of space objects, among them neural network methods, Kalman filter and
support vector method. In [3], a neural network was used to increase the accu-
racy of the analytical predictor. As a result, a combination of both methods
reduces the error in calculating the position of a space object and improves
the accuracy of predicting its motion. In [4], the main emphasis was placed on
the Data Mining approach and the extraction of historical data on unknown
disturbances using the extended Kalman filter. This approach improved the
quality of filtration and prediction, but only for space objects in low Earth or-
bits.

An approach based on distributed regression and transitional machine
learning underlies the publication [5]. The result shows superiority over the
extended Kalman filter. In addition, the method is able to evaluate signifi-
cantly changing parameters of the orbit.

In [6]-[8], Keplerian orbital elements are used as initial estimates of
TLE elements using differential corrections and nonlinear least squares meth-
ods. In [9], a Kalman filter was used to estimate TLE elements using GPS data.
The above methods look for a local minimum of the objective function, repre-
senting the sum of the squares of the position and velocity errors and depend
on the initial estimate of the TLE elements. Methods such as genetic [10] and
IWO (Invasive Weed Optimization) algorithms [11] do not require an initial
assessment of TLE elements, but they are reportedly computationally expen-
sive because they seek for a global optimum.

In the literature, there are two main approaches for evaluating TLE
elements: machine- costing methods for searching for global optimum and
methods for searching for local optimum, which depend on the initial esti-
mate of TLE elements. The developed autoregressive models [18] offer an al-

ternative, less machine- expensive method for improving the forecast, and
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their expected errors do not exceed the error rates presented above the
models.

The purpose of the work is to establish the possibility of using autore-
gressive models fofr orbit propagation of space objects represented by the
time series of TLE elements (Two- Line Elements).

Major part

1 Modeling the motion of space objects represented by time series of TLE
elements

A distinctive feature of TLE- elements series is their time positioning
not on a uniform temporal grid, but with irregular time intervals between ob-
servations, so— called "unequal observations". This feature was taken into ac-
count in the development of a method for estimating the parameters of auto-
regressive models with unequal- time observations for orbit propagation of
large fragments of space debris [13]. The developed method, which is a modi-
fication of previously developed methods for constructing autoregressive
models [14]-[16], is used to simulate the motion of space objects in the time
series of their TLE elements.

The construction of statistical models was carried out on the basis of
an iterative procedure for estimating the coefficients of beta— autoregressive
models under conditions of unequally spaced observations [13]. The time se-
ries of TLE elements are represented by seven main and three additional vari-
ables (see Table 1).

Table 1
List of variables for Sich- 2 TLE data
Designation Title Unit of measurement
X Apogee km
Xy Perigee km
X3 Eccentricity -
Xy Inclination deg
X5 Right ascension of the ascending node deg
Xg Argument of perigee deg
X7 Mean anomaly deg
Xg Revolution number at epoch revs
X9, Lok Accumulated time hrs
X190, T; The time interval between the current | hrs
and the previous observation
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Modeling was carried out for six main variables, since the variable *4
—inclination had, as a rule, a constant value. Additional variables *8, *9 were

used to construct the figures, and the variable *10 was used to calculate the
degree of which the components of the coefficients are powered in the esti-
mation procedure [13].

Trial calculations based on the iterative procedure [13] of the method
of structural- parametric identification in the class of beta— autoregressive
models found that in this problem the maximum number of previous values of

X1> X255 X7 that affect their current value is sufficient to

output variables
choose equal p =7, since the improvement in the quality of models with a
further increase of p turned out to be inconsequential.

In accordance with the developed method of structural and parametric
identification of the ratios of weight coefficients for autoregressors in the
beta— autoregressive model, we set a special weight function determined on
the basis of a two- parameter probability density function of the beta distri-
bution, for which the parameter a is fixed - a =1, and the parameter 3 can
take integer values B=1,2,..., 3.« » Where ... — set value.

The larger the value of the parameter 3, the greater the excess of the
weight coefficient at the first previous value of the variable over the coeffi-
cients at the earlier previous values. The graphs of the weight functions for
the values B=1,3,...,25 for p =7 are shown in Fig. 1.

For B=1 weight coefficients with autoregressors are the same:

a; =1/7, j=12,...,7. With increase 3, the weight coefficient at the first

previous value becomes predominant. So, with the value 3 =13, the weight of
the first “delay” in the model is approximately 0.90, and the sum of the
weights of all other delays (their number is p—1=6) is approximately 0.10.
When 3 =25 the weight of the first delay is approximately 0.99, and the sum
of the weights of all other delays is approximately 0.01.
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Figure 1 —~Weight functions of coefficients for beta autoregression (p =7)

(weight functions are presented as values of probability density functions
f(u) for a random variable u having beta distribution)

By constructing beta— autoregressive models for all =1, 3,...,25, it is

possible to identify the best weight function that corresponds to the lowest
residual standard error (RMS) of the model. In fact, we can say that by deter-
mining the optimal value of the parameter 3 at which the mean square error
is minimal, we thereby solve the problem of choosing the optimal structure of
the model.

By dividing the entire observation period into intervals corresponding

to cycles of variation of the main variables *s X6, X7 and solving the struc-
tural- parametric identification problems based on [13], we can identify
changes in the structure (type of weight function), coefficients, and mean-
square error of the best model for all the main variables, depending from the
interval number. By analyzing the graphs of these changes, it is possible to
identify features and general patterns of behavior of the main variables of dif-
ferent objects during the observation period.
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2 Analysis of the results of modeling the movement of objects represented
by time series of TLE elements

In accordance to the described calculation procedure autoregressive
models are constructed for the following space objects: 1) SICH1 #23657, 2)
SICH2 #37794, 3) XTE #23757, 4) POLYITAN- 1 #40042, 5) POLYITAN- 2-
SAU #42732, 6) MINOTAUR RB #26066 (five spacecraft and one spent launch
vehicle stage).

The simulation results are presented in Fig. 2-7, where the dependences
of the mean square error (RMS) of the constructed models for six objects are
given for 6 main variables. The standard deviations of the constructed models
are: for apogee and perigee (2 — 7) m, for eccentricity (0.6 — 1.0) - 107, for the
longitude of the ascending node (0.2 - 1.2) degrees, for the argument perigee
(1.0 — 1.5) degrees, for the average anomaly (1.0 — 2.0) degrees.

Conclusion. Based on the results obtained in the process of modeling
of several space objects, a modeling system has been developed including: de-
termining the optimal quantity of training samples in modeled time series of
TLE elements; determination of the autoregression order for each variable
(TLE element); determination of the optimal structure and identification of
the parameters of the autoregressive model for each variable; identification of
patterns of evolution of the mean square error of autoregressive models in
time based on the modeling of time series of TLE elements according to the
principle of "sliding interval".

It was established that model’s standard deviations are: for apogee and
perigee (2 — 7) m, for eccentricity (0.6 — 1.0) 10~ >, for the longitude of the as-
cending node (0.2 — 1.2) degrees, for the argument of perigee (1.0 — 1.5) de-
grees, for the average anomaly (1.0 — 2.0) degrees. In some sections of the
time series, model errors take values that significantly exceed the values from
the given ranges. These excesses can be used as signs of an unexpected
change in the motion mode of a space object.
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AsmopezpeccuoHHble Modenu BUXKeHUA KOCMUYECKUX 06beKkmos,
npedcmasniieHHbix BpeMeHHbIMU padamu TLE- 3nememos

PazpabomarHsiii Memoo, npedcmasastowuli coboli moougukayuro pa3pabomanHbIx paHee
Memod08 NOCMpPOeHUs aBMOpPe2peccUOHHbIX Mmodenel, npumeHeéH 05 MoOesupoBaHUs
0BUXEHUS KOCMUYeCKUX 0bbekmos no spemeHHbIM psdam ux TLE- 3nemeHmos. Ha ocHose
pe3ysibmamos, nNoJly4YeHHbIX B8 npoyecce MOOenUPOBAHUSA 2pynnbl KOCMUYeCKux 06bekmos,
paspabomaHa cucmema MOOeNUPOBAHUA, KOmopas BKa4Yaem 8 cebs: onpedeneHue
onmumanbHo20 06bEMa 00y4arwux B8bI60POK NpU MOOENUPOBAHUU BpeMeHHbIX ps0os TLE-
3nemeHmos; onpedesieHue nopsOKa asmopezpeccuu OAA Kaxool nepemeHHol (TLE-
3nemeHma); onpedeseHue onmumManbHol cmpykmypsl u udeHmuguKkayus napamempos mooenu
asmopezpeccuu 014 Kax0ol nepemeHHOU; BblABNeHUe 3aKOHOMepHocmel  380/O4UU
cpedHeKBaopamuy4yHol OWUBKU aBmMopespeccUOHHbIX Modeseli B0 BpeMeHU HA OCHOBe
MO00eIUPOBAaHUS BpeMeHHbIx pdos TLE- 3nemeHmos no npuxyuny "ckonb3suje2o uHmepsana".

Autoregression models of space objects movement represented by TLE- elements

The developed method, which is a modification of the previously developed methods for
constructing autoregressive models, is used to simulate the motion of space objects in the time
series of their TLE elements. The modeling system has been developed that includes: determining
the optimal volume of training samples in modeling time series of TLE elements; determination
of the autoregression order for each variable (TLE element); determination of the optimal struc-
ture and identification of the parameters of the autoregressive model for each variable; identifi-
cation of patterns of evolution of the mean square error of autoregressive models in time based
on the modeling of time series of TLE elements according to the principle of "moving interval".

CapsbrueB Anekcanap IlaBmoBuyu — 1.T.H., BeoyIUUiA HAYYHbII COTPYOHUK, THCTUTYT
TexHuueckoil mexauuku HAH Ykpauubl u ['KA VYkpauHbl.

IlepBoii Borapan AHApeeBUY - MJIAAIIMIA HAYYHbIM COTPYAHUK, NHCTUTYT TEXHUY-
Hoit mexaHuk HAH Ykpaunsl u ['KA YkpauHbl.

CapuueB Osiekcanap IlaBmoBMY — [.T.H., IPOBiTHMIT HAYKOBMIA CIiBpOOITHUK, IH-
CcTUTYT TexHiuyHOl MmexaHiku HAH Ykpainu i IKA Vkpainn.

Iepsiit Borman AHAPiOBUY — MOJIOIIINIT HAYKOBUIA CIIiBPOGITHUK, [HCTUTYT Tex-
HiuHO1 MexaHiku HAH Ykpainu i IKA Ykpainu.
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