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Abstract. This paper presents a study on the efficiency of applying data-level parallelism
using SIMD technology to optimize computer models within SCADA systems. The focus is
on implementing computational algorithms based on explicit and implicit finite difference
schemes, which are widely used in industrial process modeling. Experimental research
demonstrates improved computational performance achieved through the use of modern
SIMD instructions, primarily AVX-256, enabling real-time data processing for complex
simulation models in industrial control systems. It was found that explicit finite
difference schemes exhibit better suitability for vectorization compared to implicit
schemes implemented using the Thomas algorithm. The practical significance of the
results lies in enhancing the efficiency of SCADA systems through the optimal utilization
of modern CPU capabilities, offering tangible benefits for industrial enterprises adopting
this technology.
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Modern SCADA systems (Supervisory Control and Data Acquisition) are key
components of the digital transformation in manufacturing, providing real-time
data acquisition, analysis, and control of technological processes [1]. With the
evolution of the Industry 4.0 paradigm and the integration of artificial intelligence
elements into industrial systems, the need for high-performance computational
algorithms has become critical. The requirement to process large volumes of data
and perform complex computations in real time imposes stringent demands on the
performance of algorithms used in these systems. Among such algorithms are
computationally intensive tasks of numerical modeling, implemented through finite
difference schemes for solving partial differential equations, particularly in problems
related to heat transfer, hydrodynamics, and electromagnetism. Therefore, the
development of efficient optimization algorithms, including the implementation of

parallel computing [2, 3], for both types of schemes is a highly relevant issue.
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DLP (Data-Level Parallelism) technology using SIMD (Single Instruction
Multiple Data) provides a mechanism for performing the same operation on multiple
data elements simultaneously [4-6]. Modern processors support advanced SIMD
instruction sets such as AVX, AVX-256 (AVX2), and AVX-512 [7]. These allow
simultaneous processing of 4, 8, 16, or more floating-point operands in single and
double precision, respectively. However, the effective use of these technologies for
finite difference schemes requires the development of specialized algorithms that
take into account the specifics of computational patterns and data
access structures [8].

As part of the study, a methodology was developed for optimizing numerical
modeling algorithms in SCADA systems using SIMD. The software implementation
was carried out in C++ with the use of the <immintrin.h> library, which provides
access to SIMD instructions. As a result, scalar algorithms were implemented for
both the explicit and implicit schemes, along with their vectorized counterparts
utilizing double and float data types. In the implicit scheme algorithm, the solution
of the SLAE (system of linear algebraic equations) was performed using the TDMA
(Tridiagonal Matrix Algorithm).

Experimental verification of the developed algorithms was conducted using
heat transfer models commonly employed in SCADA systems for monitoring and
controlling industrial processes. The testing was performed on a modern Intel
processor with support for AVX-256 SIMD instruction sets.

The experimental results demonstrate a speedup in computations when using
optimized SIMD algorithms compared to traditional sequential implementations.
The highest speedup (up to 1.89 times) is achieved for explicit schemes using single-
precision floating-point data types with a high resolution of the computational grid
(>10%). Optimization of the implicit scheme algorithm shows a speedup of up to 1.41
times, which is a significant result considering the complexity of vectorizing it due
to its sequential nature and the presence of recurrent dependencies. Overall, explicit
finite difference schemes exhibit better suitability for vectorization compared to

implicit schemes implemented using TDMA.
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Conclusions. The conducted research confirms the potential of SIMD
technology for optimizing algorithms in SCADA systems. The use of data-level
parallelism allows improving the performance of solving problems with explicit and
implicit finite difference schemes by approximately 1.4-1.9 times.

Promising directions for future research include the use of other SIMD
instructions, particularly AVX-512, the development of hybrid algorithms that
combine SIMD with other parallel computing technologies such as multithreading
and GPU computing (CUDA), as well as adapting the developed methods to the
specific requirements of various industries. Special attention will be given to
optimizing machine learning algorithms, which are increasingly integrated into

SCADA systems for process forecasting and optimization.
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BUKOPHCTAHHS DLP JIJII OIITUMI3AIIIT KOMIPIOTEPHUX MOJIEJIEN V
SCADA-CUCTEMAX
XynpkoBcbkuii O.0., XKynbkosebka 1.1, BoxmsHin I'.4.

AHoTamniss. B pobomi npedcmaeneHo 00CNi0#ceHHS epekmusHoCmi 3acmocy8aHHs
mexHonozii napanenismy Ha pieHi davux SIMD 0Oas onmumizayii KOMN’rOMepPHUX
Mmodeneti y SCADA-cucmemax Ha npukaadi peanizayii 00UUCTIOBANIbHUX A120PUMMI8 3a
SIBHUMU MA HeSI8HUMU KIHYe80-pi3HUYesuUMU CXeMamul, SIKi WUpoKO 3acmocosyomucs 8
Moden8aHHi npomucnosux npouecie. ExkcnepumenmansHi docnioxneHHs deMoHCMpPYombo
nidsuweHHss 00UUCNI08ANbHOI NPOJYKMUBHOCMI 3AB0SKU BUKOPUCMAHHIO CY4aCHUX
SIMD-incmpykuiti, nepedycim AVX-256, do3zsonsrwuu peanizysamu 00poOKY OAHUX Y
peanvHoMy uaci Ona CKAAOHUX CUMYJSAYIUHUX Modeneli 8 NPOMUCIO8UX CUCMEMAX
KepysaHHsl. BcmaHoeneHo, ujo 18HI KiHYeB0-pi3HUYe8i cxeMu O0eMOHCMpyms Kpawy
npudamuicme 00 8eKmopu3ayii NOpPiBHIHO 3 HEIBHUMU CXeMAaMu, peani308aHuMu 3
BUKOPUCMAHHAM Memody npo2oHKuU. IIpakmuuHa 3Hauumicme pe3ynbmamie noysede 6
nidsuwienHi epexmusHocmi SCADA-cucmem uepe3 OnmumanvHe BUKOPUCMAHHS
MoMueocmell  CyuacHux npoyecopie, w0 Hadae nepesazu 0]l NPOMUCIOBUX
nionpuemcma, sIKi 8nP0OBAOHCYIOMb YH0 MEXHOJI02I10.

KnrouoBi cimoBa: [ndycmpis 4.0, SCADA, SIMD, napanenvbHi 00UUCNEHHS, KiHUEB0-
pi3Huuesi cxemu, sekmopu3auis, AVX-256.
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