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Abstract. This study investigates the classification of brain states using
electroencephalography (EEG) data, comparing recurrence quantification analysis (RQA)
with traditional spectral analysis. The goal is to distinguish between eyes-open and eyes-
closed states using EEG data. Experimental results demonstrate that RQA provides
superior classification accuracy, particularly at the OlI electrode, where accuracy
improved from 86% to 95%. The study also identifies optimal phase space reconstruction
parameters and the most informative recurrence features for classification. RQA captures
nonlinear dynamics of brain activity more effectively than frequency-based spectral
methods. The findings support the use of RQA for improving classification in portable
EEG systems. This enables more accurate analysis in real-time applications such as
cognitive training and brain-computer interfaces.
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Introduction. The increasing use of portable EEG devices necessitates efficient
algorithms for brain activity analysis with limited technical resources. This study
investigates the classification of brain states based on EEG data, focusing on
distinguishing between relaxation and concentration through the classification of
open and closed eyes. The research applies recurrence quantification analysis (RQA)
[1], a method derived from chaos theory, and compares its performance to spectral
analysis. Experimental results indicate that RQA provides superior classification
accuracy, particularly at the O1 electrode, where classification accuracy improved
from 86% to 95%. Additionally, key parameters influencing classification were
identified, optimizing phase space reconstruction and enhancing classification
reliability.

Problem Statement. Classifying brain states using EEG data is crucial for
applications in self-monitoring, cognitive training, and brain-computer interfaces.

The ability to determine whether eyes are open or closed provides insight into
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relaxation mechanisms and cognitive processes. The growing market of low-cost
portable EEG devices has created demand for effective algorithms that function with
limited electrodes and lower-quality signals. Traditional spectral analysis methods
rely on detecting characteristic brain rhythms, but alternative approaches like RQA
may provide higher accuracy by capturing nonlinear dynamical properties of the
brain’s activity.

Research Methods. The study used the EEG Motor Movement/Imagery Dataset
[2], which includes over 1,500 EEG recordings from 109 participants. EEG signals
were recorded using a 64-channel system while subjects performed various motor
and imagery tasks. The preprocessing stage involved filtering low-frequency noise
(<2 Hz) related to movements and blinking, eliminating 50/60 Hz interference, and
removing high-frequency noise (>50 Hz) from muscle activity. Z-score normalization
was applied with 1-second segments, ensuring signal continuity through Hann
window merging.

Recurrence plots were generated using the PyRQA module [3], leveraging
OpenCL technology to accelerate calculations through GPU parallelization. RQA
parameters were extracted to quantify the recurrence structure of EEG signals,
enabling classification of brain states. Spectral analysis was used as a baseline,
focusing on traditional power spectral density estimation of EEG rhythms.

Experimental Results. Analysis of recurrence plots revealed distinct patterns
between eyes-open and eyes-closed states. The eyes-open state exhibited chaotic
and dispersed recurrence structures, whereas the eyes-closed state showed long
diagonal lines, indicating periodicity (fig. 1). Spectral analysis confirmed a dominant
frequency of 10 Hz in the eyes-closed state, consistent with the well-known

alpha rhythm.
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Figure 1 - Recurrence plot

Simple classification using single RQA parameters identified determinism
(DET), entropy of vertical lines (V_entr), the average length of white vertical lines
(W), and longest white vertical line divergence (W _div) as the most informative
features for distinguishing eye states. Further feature importance analysis using the
SHAP module for SVM classification demonstrated that the inverse of the longest
white vertical line (W_div), entropy of white vertical lines (W_entr), average diagonal
line length (L), longest white vertical line (W_max), longest vertical line in the plot
(V_max), and laminarity (LAM) were the most significant parameters.

Comparison with Spectral Analysis. RQA-based classification consistently
outperformed spectral analysis, particularly at the O1 electrode. The accuracy of
spectral analysis in classifying eye states reached 86%, while RQA-based
classification improved accuracy to 95%. This demonstrates the advantage of chaos
theory-based methods in capturing the complexity of quasi-periodic brain signals.
The improved accuracy is attributed to RQA’s ability to quantify recurrence patterns
that reflect the underlying dynamical structure of EEG signals, whereas spectral
analysis is limited to frequency-based representations.

Optimal Parameters for Phase Space Reconstruction. Determining optimal

parameters for phase space reconstruction is crucial for accurate classification. The
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study identified a delay of 25 ms and an embedding space dimension of 4 as the most
effective settings. These values align with the spectral characteristics of the EEG
signal, ensuring that the recurrence plot captures meaningful temporal dynamics.

Key Features for Classification. Two approaches were used to identify the most
significant RQA features for classification. In a simple classifier using optimal
threshold search, determinism (DET), entropy of vertical lines (V_entr), average
length of white vertical lines (W), and longest white vertical line divergence (W_div)
were found to be the most influential. Feature importance analysis using SVM
classification further confirmed that the inverse of the longest white vertical line
(W_div), entropy of white vertical lines (W_entr), average diagonal line length (L),
longest white vertical line (W_max), longest vertical line in the plot (V_max), and
laminarity (LAM) were crucial for accurate classification. These parameters highlight
the importance of structural patterns in recurrence plots for differentiating between
brain states.

Conclusion. The study demonstrates that RQA provides superior classification
accuracy compared to spectral analysis in distinguishing eye states based on EEG
data. The classification accuracy for the O1 electrode improved from 86% with
spectral analysis to 95% with RQA. This confirms that recurrence-based methods
offer a more effective approach for analyzing quasi-periodic brain signals.
Additionally, the study identified key RQA parameters that significantly influence
classification, optimizing phase space reconstruction for improved accuracy. These
findings contribute to the development of efficient EEG analysis algorithms for
portable devices, enhancing applications in cognitive training and brain-computer
interfaces.
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ITOKPAIIEHA KJIACU®IKAIIISI CTAHIB EET 3A OITOMOTI'OIO
PEKYPPEHTHOTI'O KIVIBKICHOT'O AHAJII3Y
[TanaceHko €rop, biyio3pbopoB Bacuib

AHoTamiss. YV ysomy docnioxiceHHi po3sensdaemscs Kaacugikayis cmadie MO3KY 3d
danumu enexkmpoerueganozpadii (EEI) winsaxom NOpPiBHSAHHS KINbKICHO20 AHAJI3Y
pekypeHmuux Odiazpam (RQA) i3 mpaduyiliHum cnekmpanvHuM aHanizom. Memoio €
pPO3Ni3HABAHHS CMAHI8 i3 8IOKpUMUMU mMa 3aKkpumumu ouuma 3a donomozoi EET-
daHux. EkcnepumeHmavHi pe3yismamu nokasyoms, ujo memod RQA 3abe3neuye suujy
mouHicmo Knacugikayii, 3okpema ona enekmpoda O1, de mounicme 3pocia 3 86% 0o
95%. Y OocnioxceHHi Makox 6u3HaueHi ONMUMAibHI napamempu peKoOHCMpYKuii
(pazosozo0 npocmopy ma HatiGinbw iHGOpMAMuUBHi peKypeHmHi xapakmepucmuxu Ons
knacugpikauii. RQA epekmueHiuie 3axonoe HeNiHiliHY OUHAMIKY MO3K080I AKMU8HOCMI
NOPIBHAHO 3I CheKMpaibHUMu memodamu, w0 6as3yiomsCs HaA UaCMOMHOMY AHAI3I.
Ompumani pesynomamu niomeepoxcytomes OdouiibHicms eukopucmarvvs RQA 0Ons
nidsuuienHss mouHocmi knacugikayii 8 nopmamusHux EEI-cucmemax. Lle 00380/15€
npogodumu OibW MOYHULL AHAI3 Y PeanbHOMY Uaci 0 3acmocy8aHsd y KOZHIMU8HOMY
mpeHy8aHHi ma inmepdeticax «Mo30K-Komn’romep».

KmwuoBi cnoBa: «knacugikauia EEI, KineKicHuti auania pekypeHmuux diazpam,
CneKmpanvHuli aHanis, CMaHu Mo3Ky, peKOHCmMpYKYist pazo80z2o npocmopy.
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