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Abstract. In many applications, it is common to have several objective 
functions have to be optimized simultaneously. Because of the multi-criteria nature 
of such optimization problems and sometimes competing objective functions, 
optimality of a solution has to be redefined relying on concept of Pareto optimality. 
A relatively recent heuristic technique called Multi-Objective Particle Swarm 
Optimization (MOPSO) has been found to perform very well in a wide range of multi-
objective optimization problems. This paper explores the application of this 
technique for the optimization of mechanical properties of high-strength structural 
steels. MOPSO can be effectively applied for the solution of a bi-objective 
optimization problem to determine optimal chemical composition, achieving a 
trade-off between tensile strength and elongation-to-break for a big class of 
structural steels. 
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Introduction. In contrast to the single-objective optimization case, multi-
objective problems consist of several objectives that are necessary to be handled 
simultaneously. Mathematically, a multi-objective problem can be formulated as a 
vector of objectives  that must be optimized (min or max) 

 such that  

and  

Then, we are interested in finding a solution,  that 
minimizes/maximizes   

The multiple objectives  are often in conflict with each other, which makes 
the multi-objective problems more difficult to be solved than single-objective 
optimization problems. In these problems one tries to find the optimal trade-off 
solutions between different objectives, known as the search for the optimal Pareto 
front [1]. Any solution of Pareto optimal set is optimal in the sense that no 
improvement can be made on a component of the objective vector without 
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worsening at least another of its components.  
An analytical expression of the true optimal Pareto front is often difficult to 

obtain in a multi-objective optimization problem. Evolutionary algorithms like 
Genetic Algorithms and Particle Swarm Optimization are well suited to solving such 
kind of optimization problems, because they mimic natural processes that are 
inherently multiobjective [2]. In these heuristic algorithms one seeks to distribute 
the population of solutions in objective space as close as possible to the true optimal 
Pareto front.  

Particle Swarm Optimization (PSO) is a swarm intelligence method that 
roughly models the social behavior of swarms.  PSO uses an adaptable velocity vector 
for each particle, which shifts its position at each iteration of the algorithm (Fig.1). 
The particles are moving towards promising regions of the search space by 
exploiting information springing from their own experience during the search, as 
well as the experience of other particles [3]. There are a lot of Multi-Objective Particle 
Swarm Optimization (MOPSO) approaches and applications reported in the literature. 
The general MOPSO scheme can be described with the following pseudocode [3]: 

 
Results and Discussion. In this paper, the MOPSO algorithm is used to 

optimize the mechanical properties of high-strength structural steels. The high 
strength level of structural steels gives potential for different industrial applications. 
The influence of alloying and microalloying on the mechanical properties of high-
strength steels has been investigated in the previous papers [4, 5]. The regression 
models for tensile strength  and elongation-to-break  , which incorporates the 
parameters of interatomic interaction , were derived based on an industrial 
data set [4]: 

 
 

. 
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A higher percent elongation usually indicates a better-quality material when 
combined with good tensile strength. Since there is generally an inverse relationship 
between the strength and the plastic properties of high-strength steels, an important 
task is to find a compromise setting of the parameters of interatomic interaction 

, that ensures the stabilization of the mechanical properties at the required 
level. This problem can be formulated as a multi-criteria optimization problem:  

 under constraints . 
For the further calculations, the objectives  are denoted by 
respectively. The MOPSO algorithm for this optimization problem was 

implemented based on the paper [6] and MATLAB Code [7].  The problem is solved 
using 200 particles, 100 iterations, archive size of 200, inertial weight of 0.4, c1 =2, 
and c2 =2. An approximation of the Pareto front and the initial distribution of 
particles is shown in Figure 2.  The corresponding Pareto optimal solutions belong to 
the set  .  In the next step, an optimal chemical 
composition can be obtained using an inverse transformation of calculated Pareto 
set with parameters of interatomic interaction [4]. Further research could be done on 
a combination of MOPSO with the desirability concept to incorporate expert 
knowledge and preference specification for mechanical properties of high-strength 
steels. 

 
Figure 2 - Blue filled dots represent a Pareto front approximation, with objective functions f1 

and f2 to be maximized. The points along the Pareto front are Pareto-optimal solutions in 
which f1 objective cannot be improved without degrading at f2 objective 
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